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From o 2-SAT expression
C| A C; A e A CM‘
we form o directed graph G,

The verdices of G are the

Voriables and their Aejatims.

Ther i an edge u->w 1

and only [t; »
(Awvw) =M Sw)

oceurs in the expression.

Eromple: The sraph for

Crov 1) A LR, Y TR Alnv) Al
\$ 0 1%y

he o Yty
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u=>w where w is 4rue and
w s false. However, since
this IS an edge, our expression

includes +he clavse (v w),
o contradiction,

In +he case where x is false,
repeet +his arqument losking
ot the poth #rom x ¢o x,

Now suppose that G does not
contain  Such Toths for any
variable, We want +o construct
a satisfying +rudth assignment,

Proposition: The expression s
sekisfiable 1§ and enly if Here
1$ no variable x svch +hat
G containg both:
o & directed pa“\ from x ‘o X,
o a directed path from x +o x,

Prosf: First svppose +4hat such
poths exist for some variabl x,
but thet there is Some assigament
of Ttrue, false] 4o +he variables
thet  nonetheless satisfies +he
Expression,

Color +he vertices of G by +hig
ass'\jnmen.t.

If x is 4rue, +hen ax is falge.
Therefore in +he directed path From
X to X, +there mus+ be an ¢d3£

To do +his, we repeat +he ‘oueuiaj
process,

Pick a vertexulie, a variable or its
nejd:ion) which hag yet 4o be
assigned a truth value, and such
+hat +here i no path from

W te 1w in G,

(We can do +his buavse if w hasat
been assigned a truth valve, +hen
neither has 2w, $o at |eatt one
of +hest vertices dots not have a
path 4o the othe.r,)

Now set uw and all verdices
Teachable from uw 4rve.



to x.

Also set all negations of +hese
vertices falge,

WhY can we de +hig?

If +there ¢ an edge u = w in G,
+hen +heres alte an edqe Mw=ww,

Se \§ 4here was a directed path
from w to W, +hare would be a
dicected ?d’k from W 4o w,

So, W <+here are directed paths
Srom w to beth w anad W,
+hen there would be a directed
path from w te 1w, 0 conktadiction.

Coreuqry‘- 2SRT can be selved in
polynemial time,

Proof: Tt talces Pelynemial +ime
to check for a path from

Repeat +this 2n times,
for each vertex. @

Furthermore, ¢ there were a path
feom w te w where w is set

folse (from a previeus step), then
there S a Poth from qu te W,

Se W -would have been set ;&‘SC
b&Qor&.

Now simply repeat +his until dene. @



Dederministic vs, Non-determinishe

What we have defined are

deterministlc Turing machines.
By the church-Turing Thesis,
they are & 3u¢l model of

coMYU*'B'EiOI\.

We now define an unrealiskic
mcdel of computetion. Ovr
reasons will be explained
later,

A nen-deterministic Tun'nJ
Mabhinl 16 ont in Wwhidh
+here Mmay be mere +han one
approptiake ‘mert step” ia a
compvtation.

Formally, & maps to sets of ackions,

Fact: SKT can be solved by a

non-deterministic Toring machine in
Po\yf\orv\'\od. time,

Ero—vf‘- Branch on whether x,=00r |
Then branch on Ky, ..., Xa: Once weve
“3ucssed" 4ruth assijnmmts for
Xy, Xa, & branch returag “ves’
it s assigament sotisfies the
expression, “ond "ne'  otherwise. W

\(w M'\Jh‘t feel Llike +his Pran s
"eheat in A & not 'H'\ou_ﬂ'\"
+he par-‘ +hat s chm"l'¥ .iS
using & non-deterministic Turing
mocwing in  the Fiest Place,\,

Non-deterministic Turing Machines

An input 1S accepted if Seme
branch of 4his computakien
Jieks vyes", (Even if other
branches yield “ne'l)

Suryos; we have o -fam”y of
problems

We Say +the non-J!.*f-rMMiif!'b

Toring maching N can decide
P ia time £l f Jivm any

inpet X €P (+he encoded vro\hﬂ‘),
N hag 0no comypvtation poths
Longer than  4(n).

Note: The +otal omount of
computotion MmeY be c.lpor\enﬁo.\!’
Larger than DO

Complexity_Classes

P = decidable by a determiaistic

‘T'wu'nj machine in Pol‘ynoMiaJ
time.
E.j,'. 2SAT

NP= decidable by a nson-deferministic
Tur\'/\j mochine ia 'polonMia(

+ime.,

E.j.'- SAT
Note 4hat PE NP
Question: Does P=NP7?

Prre: $1 million fFrom the Clay
Mathematics Tnstitute.



Why _we shouldnt expect PsNP

@ At some level, P=NP means
that creating ==heck;nj. Based
on human experience, +hat seems
\JrOﬂJ.

@ P=NP wovld end cryphjrnphy.

(@ P:=NP would mean that SAT
can be solved much faster
+hon brute Ferce. R\'Jk{' now,
t+he best a(;orithms run at
13",

One caveot: it could be that

P=NP ¢ 4rue, bu¥ +hat

Solving SAT ke n'°°°°°° o

SoMeH\fns. The affects of this

would be less.

SAT is NP-complete

The SAT problem 15 not only N?,
bt it is NP-complete meanin
+hat every NP problem can be
viewed a¢$ a SAT ‘:FDB‘QM.

In other words, & Polyt\oM'm( +ime
‘tJ"ith“ *o SAT (on a
deterministic ’Tur'mj machine) would
prove P:=NP and €arn you $4
million,

The self-referential arqument for P3NP

Tf P=NP, +then +here s a proet.

Prosks are “easy" 4o check, so
+he problem of finding that prook
1$ in NP

But § P=NP, then we can fjnd
it in pelyremial time.

So \Jt\j havent we +ouvad it ?



Cooks Theorem: SAT is NP-complete.

Sketch of PPOO'F! To jivc a Formal
peook, we would need +o ‘7@{ into
vgly details of non-deterministic
Tucing machines, So instead well
Just 4ry o give +the main idea,

Su"osg your class of problems X
con be solved in time nk by a
noa-determistic Turing machine.

Then ¥ you feed any problem
xeX into +his machine, it has
o computation dree of hebh’(
ot most nk,

It 15 poessible 4o convert +his

inte o binary tree, althoyh we
omit +he details,

Subset -sum Problem

Given a set of integers, does some
subset sum to 07

Eg.: Sz §-2,-3,%, 15, -lo, 14}
-2 +-3+-/0+ 15 =0.

This s NP-cemplete,

Therefore, esch 4ime +he maching
has a choice +o make, +here are
4w optiens, Say O or 4.

So, +he computation of his machiae
can be described by a fuaction

£ ¢ choices = §yes, ne}
e, K

£ 80,YY 7 Qyes, e}
ie, & Beolean n“-ary fuaction |
The ultimate result is then ‘yes'

¥ £ is satifioble and "ne"
otherwise, W

Hami {onjan cycle problem

Does +he jrqph G have o
Homi l£onian ‘;jde? (A cycle that
Visits each vertex precisely
once.)

This is NP -complete.



