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 Today, it is just as easy to take a square root as it is to find a logarithm.  You just find your 
calculator, turn it on, and press a few buttons.  The first step of that process usually takes the longest.  In 
1748, though, when Euler published the Introductio in analysin infinitorum, most mathematicians and 
scientists were quite good at taking square roots by hand, but logarithms required difficult analysis or a 
book of tables.  The seven-place tables of Briggs and Vlaq had been available for over a hundred years, 
but the ten place tables of Jurij Vega were still fifty years in the future. 
 
 In the Introductio, perhaps Euler’s most interesting and influential work, Euler did not append 
tables of anything, be it logarithms, square roots, or 
trigonometric functions.  So, when he covered this 
material (except for square roots, which he assumed we 
already know) he wanted to make sure his readers knew 
how to find the values of the functions, even if in 
practice they would be looking them up in tables.  For 
the trigonometric tables, Euler gave fast converging 
series and a few tricks involving trig identities that gave 
values to 20 or more decimal places in just a dozen or 
so steps.  In Chapter VI, “On Exponentials and 
Logarithms,” though, he gives an algorithm that does 
not use series. 
  
 Euler’s algorithm is based on the elementary 
properties of logarithms and the fact that log x is a 
monotone increasing function of x. 
 
 Notation in 1748 was a bit awkward by modern 
standards.  Euler always wrote l x where we would 
write log x or ln x, and he always has to tell us what the 
base of the logarithm is.  We will use the modern 
notation.   
 
 Euler begins his description of the algorithm by 
telling us “putting log y = z & log v = x, then 
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log
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x z
vy

+
= .  That is, geometric means of the arguments correspond to arithmetic means of the 

logarithms. 
 
 Euler prepares us for his algorithm by explaining, “if a given number b lies between limits a2 and 

a3, the logarithms of which are 2 and 3 respectively, then we will find the value of 
1
22a , that is 2a a , 

and then b must lie either between the limits a2 and 
1
22a , or between 

1
22a  and a3.”  Euler is setting us up 

for what we now call a binary search. 
 
 For his example, Euler takes a = 10, so we will be finding base ten logarithms.  He takes b = 5, 
and plans to find log 5.  He notes that 5 is between 1 and 10, so log 5 is between 0 and 1. 
 
 Now, the geometric mean of 1 and 10 has as its logarithm the arithmetic mean of 0 and 1.  With 
this, Euler begins a binary search.  He writes 
 
A =  1.000000  log A = 0.000000 
B = 10.000000  log B = 1.000000 C = √AB 
C =  3.162277 
 

 Now, using the log
2

x z
vy

+
=  fact, since C is the geometric mean of A and B, its logarithm is 

the arithmetic mean of log A and log B, that is 0.500000.  He adds this to his table and gets 
 
A =  1.000000  log A = 0.0000000 
B = 10.000000  log B = 1.0000000 C = √AB 
C =  3.162277  log C = 0.5000000 
 
 Since 5 is between B = 10.000000 and C = 3.162277 (and not between A and C), log 5 is 
between log B and log C.  He takes repeats his first step and takes D to be the geometric mean of B and 
C, so its log is the arithmetic mean.  Euler’s table grows to be   
 
A =  1.000000  log A = 0.0000000 
B = 10.000000  log B = 1.0000000 C = √AB 
C =  3.162277  log C = 0.5000000 D = √BC 
D =  5.623413  log C = 0.7500000 
 
 Euler continues this process of bisection and geometric means until he runs out of letters.  
Eventually, he gets X = 4.999997, Y = 5.000003 and Z = 5.000000, and log z = 0.6989700.  Euler’s 
whole table is shown below: 
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 Note that the logarithms are given to seven places, just as in the tables by Briggs an Vlaq. 
 
 Euler then shows how log 2 is easily found as 1 – log 5 and notes that with these two values it is 
now easy to find the logs of 4, 8, 16, 32, 64, etc., as well as 20, 40, 80, 25, 50, etc. 
 
 This lesson on finding logarithms by hand ends with this. In the next chapter, Chapter VII titled 
“Exponentials and Logarithms Expressed through Series,” Euler does use the series methods we see 
more often today.  These are similar to the series methods that Briggs had used over a hundred years 
earlier.  We will briefly describe Euler’s methods. 
 
 Euler has switched to the natural logarithm, which he still denotes l x, and mentions in the text 
that the base is e.  First, Euler finds the well-known series 
 

( )
2 3 4 5

ln 1 etc.
2 3 4 5
x x x x

x x+ = − + − + −  

 
Then, log (1 – x)  has almost the same series, but it does not alternate.  Using the elementary properties 
of logarithms, we get to subtract the two series.  This eliminates all the terms of even degree and gives 
 

3 5 71 2 2 2 2
ln etc.

1 1 3 5 7
x x x x x
x

+  = + + + + − 
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For small values of x, this last series converges rapidly.  If we pick clever values of x, we can start to 

construct tables of logarithms.  For example, if x = 1/5, we get 
6

ln
4

.  Likewise, taking x = 1/7 and x = 

1/9 gives the logs of 4/3 and 5/4, respectively.  Finally, we combine these to get 
3 4

ln2 ln ln
2 3

= + , 

3
ln3 ln ln2

2
= +  and ln 4 = 2 ln 2.  Similar tricks give logarithms for 5, 6, 8, 9 and 10, all from just three 

series. 
 
 Note that we missed the logarithm of 7.  This requires a famous trick that Briggs used for base 10 

logarithms. Now Euler repeats it for natural logarithms.   Take x = 1/99 and get 
100 50

ln ln
98 49

= .  Since 

we already have enough information to find ln 50, it is now easy to find ln 49, and half of that is ln 7.  
Very clever.  Euler shows off his method by finding logarithms of the integers from 1 to 10 to twenty-
five decimal places. 
 
 At the end of Chapter VI there are six examples, five of which are “word problems.”  They are 
the only word problems in the entire Introductio, and there are no word problems at all in the two 
sequels, Calculus differentialis and Calculus integralis, so these are worth special attention. 
 
 Example 1 is not a word problem, but it has a word problem behind it.  The problem is “to find 

the value of the power 
7
122 .”  The solution is very simple by Eulerian standards, and the answer turns out 

to be 1.498307. 
 
 Euler doesn’t mention it, but it is clear why he chose this problem.  It is because the answer is so 
close to 1.5.  This is important in the theory of music.  If we vibrate two strings of equal density and 
tension, where one string is 1.5 times as long as the other, then the notes they sound will differ by what 
musicians call a “fifth.”  The scales built on this “perfect fifth” are called “Pythagorean,” for reasons 
that are interesting, but too lengthy for this column.  The notes on a Pythagorean scale are not quite 
evenly spaced.  Euler, who studied the physics of music with great enthusiasm, [G] proposed an “even 
tempered” scale, for which the notes are spaced by making the ratio of the lengths of two consecutive 
strings be 12 2 .  This example shows that the fifth note up on this scale differs from a Pythagorean fifth 
by only about one tenth of one percent. 
 
 Euler’s second problem reads “If the number of people who inhabit a certain province grows by 
one part in 30 each year, and initially the province has 100,000 people, find the number of inhabitants 
after 100 years.  Euler uses the elementary properties of logarithms to find that the logarithm of the 

answer is 
31

100log log100,000 6.4240439
30

+ = , so the number of inhabitants will be 2,654,874. 

 
 Today this is a routine problem in exponential growth, but in 1748 it was one of the first hints 
that mathematics might be useful in the social sciences.  At the time, Berlin was one of the world’s few 
large cities to do a census.  A careful census in 1747 showed the population of Berlin to be 107,224. [L] 
Other cities tried to estimate their populations using birth and death records, and such methods 
suggested that London had grown from about 100,000 to about a million over the previous 100 years.  
This problem, and the three that follow, give mathematical demonstrations that such ten-fold growth in a 
century is possible, even for large populations like that of Berlin. 
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 Euler’s next three examples are also population questions: 
 
 “After the Flood, all people are descended from six people.  If we suppose that after 200 years 
the population had grown to 1,000,000, then by what part must the population grow each year?” 
 
 Euler is asking for a growth rate.  Today we would probably express the growth rate as a percent.  

Euler sets up the problem to find x if 
2001

6 1000000
x

x
+  = 

 
.  He finds a rate of about 1/16 per year, that 

we would write as 6.25% per year. 
 
 The problem is to find the annual growth rate if the population doubles in a century.  Here again, 
Euler expresses his growth rate as a fraction, 1/144, rather than the percentage, about 0.7%, as we 
probably would today. 
 
 The last population problem is to find how long it will take the population to double if the 
growth rate is 1/100 per year.  Euler takes logarithms to get 231 years. 
 
 Euler’s last word problem is a compound interest problem, and is kind of tricky.  Somebody 
borrows 400,000 florins at an “annual rate of usury of 5 percent.”  (They didn’t call it “interest” yet.)  If 
he pays 25,000 florins each year, then how long will it take to repay the debt?  Euler solves this by 
letting a be the 400,000 florins in the debt and b the 25,000 florins in each payment.  Then he writes the 

debt after one year as 
105
100

a b− , after two years as 
2105 105

100 100
a b b   − −   

   
.  Now he writes 

105
100

n =  and 

x as the number of years, and gets the debt after x years as 
 

1 2 3 ...x x x xn a n b n b n b b− − −− − − − − . 
 
 Euler sees the geometric series in this and writes it as 
 

( )2 11 ...x xn a b n n n −− + + + +  

 The sum of the finite geometric series inside the parentheses is 
1
1

xn
n

−
−

.  Since we want to find the 

value of x that makes the debt equal to zero, we get the equation 
1

x
x n b b

n a
n

−
=

−
.  After substituting the 

given values for n, a and b, we use logarithms to find that x is a little less than 33, so the debt is paid off 
after 33 years. 
 
 Today, this seems like a rather difficult but otherwise fairly routine problem in the mathematics 
of finance.   
 
 Textbooks have changed a good deal in the last 250 years.  Euler’s Introductio was a new kind of 
textbook in its day.  Its presentation of logarithms is very similar to the one we use today, though the 
actual calculation of logarithms became obsolete with the advent of calculators.  It is comforting to 
know, though, that Euler did not invent the “fake” word problem.  His very few word problems were 
real problems that addressed actual issues that were important and interesting in the 1740s.  It would be 
nice if modern authors could craft their products so carefully. 
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