Midterm Exam 2
Math 20
August 9, 2012

Name: Answer Key

Instructions: This exam is closed-book, with no calculators, notes, or books allowed. You may not give or receive any help on the exam, though you may ask the instructor for clarification if necessary. Be sure to show all your work wherever possible. You can leave your answer in terms of factorials, binomial coefficients, fractions, exponentials, etc. unless explicitly stated otherwise. The normal distribution table is located on the last page.
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1. [2 points each] Fill in the Blank. In the blank space, write the name of the distribution described.

(a.) A random variable $X$ has the \underline{geometric} distribution if $X$ is the number of Bernoulli trials until you get the first success. If $p$ is the probability of success, then the expected value of $X$ is $\frac{1}{p}$ and the variance is $\frac{1-p}{p^2}$.

(b.) A random variable $X$ has the \underline{uniform} distribution if every value of $X$ is equally likely. If the values $X$ takes are the positive integers up to $n$, then the expected value of $X$ is $\frac{n+1}{2}$ and the variance of $X$ is $\frac{n^2-1}{2}$.

(c.) A random variable $X$ has the \underline{Poisson} distribution (approximately) if $X$ counts the number of occurrences of some event (or successes) within a given interval of time or space. Usually you are given an average rate $\lambda$. The expected value of $X$ is $\lambda$ and the variance of $X$ is $\lambda$.

(d.) A random variable $X$ has the \underline{Negative Binomial} distribution if $X$ is the number of Bernoulli trials until you get the $k$th success. The expected value of $X$ is $\frac{k}{p}$ and the variance of $X$ is $k\left(\frac{1-p}{p^2}\right)$.

(e.) A random variable $X$ has the \underline{Binomial} distribution if $X$ is the number of successes in a Bernoulli trial process. If you perform $n$ trials, each with probability $p$ of success, then the expected value of $X$ is $np$ and the variance of $X$ is $npq$.

(f.) A random variable $X$ has the \underline{hypergeometric} distribution if $X$ counts the number of successes in $n$ trials done without replacement (so the trials are not independent). If $N$ is the population and there are $m$ successes in the population, then the expected value of $X$ is $\frac{nk}{N}$ and the variance of $X$ is $np(1-p)\left(1-\frac{n-1}{N-1}\right)$. 

2. [2 points each] An urn contains 20 balls. Eight balls are red, seven balls are blue and the remaining 5 balls are yellow. The balls also have numbers written on them. The red balls are numbered 1-8, the blue balls are numbered 9-15, and the yellow balls are numbered 16-20. You don’t need to provide any work for the following questions, only answers.

(a.) Draw 40 balls with replacement. What is the probability you draw exactly 20 red balls?

\[ b(40, \frac{8}{20}, 20) = \binom{40}{20} \left( \frac{8}{20} \right)^{20} \left( \frac{12}{20} \right)^{20} \]

(b.) What is the probability that you have to draw (with replacement) exactly five times to get your first yellow ball?

\[ \left( \frac{15}{20} \right)^4 \left( \frac{5}{20} \right) \]

(c.) What is the expected number of draws (with replacement) you have to make to get 3 blue balls with even numbers on them?

20
(d.) What is the probability that it takes exactly 30 draws \((\text{with replacement})\) in order to get 3 blue balls with even numbers on them? (That is, the 30th draw is the third blue ball with an even number on it.)

\[
\left( \frac{29}{20} \right) \left( \frac{3}{20} \right)^3 \left( \frac{17}{20} \right)^{27}
\]

(e.) Suppose you draw four balls \(\text{with replacement}\). What is the probability that you draw at least one red ball?

\[
1 - \binom{4}{1} \left( \frac{8}{20} \right)^0 \left( \frac{12}{20} \right)^4
\]

(f.) What is the expected number of red balls you get when you draw 5 balls \(\text{with replacement}\)?

2

(g.) What is the expected number of red balls you get when you draw 5 balls \(\text{without replacement}\)?

2
3. [6 points each] Answer the following questions:

(a.) Suppose you have independent identically distributed random variables $X_1, X_2, \ldots, X_n$ with mean $\mu$ and variance $\sigma^2$. How big must $n$ be to guarantee that there is at least a 99% chance that the sample mean will be within two standard deviations of the true mean $\mu$?

Use Chebychev's Inequality.

\[ P\left( |X - \mu| \geq a \right) \leq \frac{V(X)}{a^2} \]

\[ P\left( \left| \frac{S_n}{n} - \mu \right| \geq 2\sigma \right) \leq \frac{V\left( \frac{S_n}{n} \right)}{(2\sigma)^2} = \frac{\sigma^2}{n} \cdot \frac{1}{4\sigma^2} = \frac{1}{4n} \]

Want $P\left( \left| \frac{S_n}{n} - \mu \right| \geq 2\sigma \right) \leq .01$, so we need $n = 25$ (just solve for $n$).

(b.) A restaurant has 87 tables, so it can seat 87 groups for dinner. The manager knows from experience that groups only have an 80% chance of showing up when they have made a reservation. Therefore, the manager often accepts more reservations than he has tables. Suppose that he takes 100 reservations. Estimate the probability that the restaurant cannot seat everyone that shows up. (That is, estimate the probability that more than 87 groups with reservations show up.)

Let $X_i = 1$ if $i^{th}$ group shows up, $S_n = \#$ groups that show up.

Want $P(S_n > 87) = P(S_n \geq 88) = P\left( S_n^* \geq \frac{88 - 100(0.8)}{\sqrt{100(0.8)(0.2)}} \right)$

$= P\left( S_n^* \geq \frac{88 - 80}{\sqrt{16}} \right) = P\left( S_n^* \geq \frac{8}{4} \right) = P\left( S_n^* \geq 2 \right)$

$= \int_{2}^{\infty} \varphi(x) dx = .5 - .4772 = .0228$
(c.) Suppose you are conducting a poll. How big should \( n \) be to get a 1\% margin of error (or 1\% accuracy) for the 95\% confidence interval? (Note that 1\% margin of error means that your confidence interval will have length 0.02.)

\[ \text{Want 1\% accuracy, so } 2\sigma \leq 0.01 \]

So want \[ 2 \sqrt{\frac{pq}{n}} \leq 0.01 \]

Recall: \( pq \leq \frac{1}{4} \) always, so \[ 2 \sqrt{\frac{q}{n}} = \frac{1}{\sqrt{n}} \leq 0.01 \]

\[ \Rightarrow \frac{1}{\sqrt{n}} \leq \frac{1}{100} \text{ so need } n \geq 10,000. \]

4. [5 points] State the Law of Large Numbers.

Let \( X_i \)'s be identically distributed with \( E(X_i) = \mu \).

Let \( S_n = X_1 + X_2 + \ldots + X_n \).

Then if \( a > 0 \),

\[ P \left( \left| \frac{S_n}{n} - \mu \right| \leq a \right) \rightarrow 1 \text{ as } n \rightarrow \infty \]

and \( P \left( \left| \frac{S_n}{n} - \mu \right| \geq a \right) \rightarrow 0 \text{ as } n \rightarrow \infty \)
5. **Proofs.** Show all steps.

(a.) [6 points] Use Markov's inequality to prove Chebyshev's inequality. (You should state Markov’s inequality and note where you use it in your proof.)

\[
\text{Markov's Inequality: } P(1 |X| \geq a) \leq \frac{E(1|X|)}{a} \text{ for positive } a.
\]

\[
P(1 |X-\mu| \geq a) = P((X-\mu)^2 \geq a^2) \leq \frac{E((X-\mu)^2)}{a^2} = \frac{\text{Var}(X)}{a^2}.
\]

This gives us Chebyshev's Inequality:

\[
P(1 |X-\mu| \geq a) \leq \frac{\text{Var}(X)}{a^2} \text{ for positive } a.
\]

(b.) [6 points] Prove that \(E\left(\frac{1}{X}\right) \geq \frac{1}{E(X)}\), where \(X\) is a positive random variable.

Use Jensen’s inequality.

\[
f(x) = \frac{1}{x}
\]

\[
f'(x) = -\frac{1}{x^2}
\]

\[
f''(x) = \frac{2}{x^3} > 0 \text{ when } X \text{ is positive. So } f \text{ is convex.}
\]

Therefore \(E(f(x)) \geq f(E(X)) \Rightarrow E(\frac{1}{X}) \geq \frac{1}{E(X)}\).
6. Suppose there are a million people living in a city. During each day, each person has probability \( p = 2 \times 10^{-6} \) of calling the fire station.

(a.) [7 points] Use Poisson approximation to estimate the probability that on a particular day, the fire station gets at least two calls.

\[
\lambda = (2 \cdot 10^{-6}) \cdot (10^6) = 2
\]

\[
P(X \geq 2) = 1 - P(X=0) - P(X=1)
\]

\[
= 1 - \frac{2^0}{0!} e^{-2} - \frac{2^1}{1!} e^{-2} = 1 - 3e^{-2}
\]

(b.) [4 points] Approximately how many days will it take on average until the fire station gets at least two calls in the same day (including the day this happened)?

Geometric dist, so \( \frac{1}{p} = \frac{1}{1 - 3e^{-2}} \)
7. A surveying instrument makes an error of -2, -1, 0, 1, or 2 feet with equal probabilities when measuring the height of a 200-foot tower.

(a.) [4 points] Find the expected value and variance for the height obtained by using this instrument once.

\[ X = \text{height obtained} \]
\[ Y = \text{error}. \quad \text{Then } X = 200 + Y. \]

\[ E(Y) = \frac{1}{5}(-2 + -1 + 0 + 1 + 2) = 0, \quad \text{So } E(X) = E(200 + Y) = 200 + E(Y) = 200. \]

\[ V(Y) = \frac{1}{5}( (-2)^2 + (-1)^2 + 0^2 + 1^2 + 2^2 ) = \frac{10}{5} = 2. \]

So \[ V(X) = V(200 + Y) = V(Y) = 2. \]

(b.) [8 points] Estimate the probability that in 18 independent measurements of this tower, the average of the measurements is between 199 and 201, inclusive.

\[ S_{18} = X_1 + X_2 + \ldots + X_{18}. \quad \text{Average height } = \frac{S_n}{n} \]

\[ E(\frac{S_n}{n}) = 200 \]

\[ V(\frac{S_n}{n}) = \frac{1}{n} V(X_i) = \frac{1}{18} \cdot 2 = \frac{1}{9} \]

\[ P(199 \leq \frac{S_n}{n} \leq 201) = P\left(\frac{199 - 200}{\sqrt{\frac{1}{9}}} \leq \left(\frac{S_n}{n}\right)^t \leq \frac{201 - 200}{\sqrt{\frac{1}{9}}}\right) \]

\[ = P(-3 \leq (\frac{S_n}{n})^t \leq 3) = 2(0.4987) = 0.9974 \]
8. [16 points] For this problem, you should give the complete statement of two different versions of the Central Limit Theorem (there were four versions that we talked about in class). You should define/explain any notation you use (random variables, functions, etc.). In addition, for each version, you should give an example of the type of question that version is meant to answer and justify why this example would best be solved using the corresponding version of the Central Limit Theorem. (If you need more space, the next page is blank for your use.)

**Version 1:** For the binomial distribution, \( b(n, p, j) \),

\[
\lim_{n \to \infty} \sqrt{npq} \cdot b(n, p, j) = \phi(j^*)
\]

where \( j^* = \frac{j - np}{\sqrt{npq}} \) and \( \phi(x) \) is the standard normal density function, defined \( \phi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \).

As usual, \( p = \) prob of success
\( q = \) prob of failure,
\( j = \# \) of successes
\( n = \# \) of trials.

**Ex.** Estimate probability of getting exactly 52 heads when flipping a coin 100 times, b/c here we want to estimate
\( b(100, \frac{1}{2}, 52) \).

**Version 2:** Let \( S_n = \# \) of successes in \( n \) Bernoulli trials w/ prob \( p \) for success. Let \( a \& b \) be two fixed \#s w/ \( a < b \). Then

\[
\lim_{n \to \infty} P(a \leq S_n \leq b) = \int_{a^*}^{b^*} \phi(x) \, dx
\]

where \( a^* = \frac{a - np}{\sqrt{npq}} \)
\( b^* = \frac{b - np}{\sqrt{npq}} \)
\( \Rightarrow \)
Example: Probability that when you flip a coin 100 times, you get between 40 and 60 heads, because you're dealing with a range of values.

Version 3: Let $S_n = X_1 + \ldots + X_n$ be the sum of $n$ discrete i.i.d. identically distributed r.v.'s with $E(X_i) = \mu$, $V(X_i) = \sigma^2$. Then for $a,b$, as above, 

$$\lim_{n \to \infty} P\left(a \leq S_n \leq b\right) = \int_{a^*}^{b^*} \Phi(x) dx$$

where $a^* = \frac{\mu - n\mu}{\sqrt{n}\sigma^2}$, $b^* = \frac{\mu + n\mu}{\sqrt{n}\sigma^2}$.

Ex: Prob that the sum of 100 dice is between 350 and 360, b/c this is not a Bernoulli trial, but is sum of independent identically distributed r.v.'s.

Version 4: $X_1, X_2, \ldots, X_n$ independent. $S_n = X_1 + \ldots + X_n$. $E(X_i) = \mu_i$, $V(X_i) = \sigma_i^2$. Then $E(S_n) = n\mu = \mu_1 + \ldots + \mu_n$, $V(S_n) = \sigma_n^2 = \sigma_1^2 + \ldots + \sigma_n^2$. Assume $\sigma_n^2 \to \infty$ as $n \to \infty$. If there is some constant $A$ s.t. $|X_i| \leq A$ for all $n$, then

$$\lim_{n \to \infty} P\left(a \leq S_n \leq b\right) = \int_{a^*}^{b^*} \Phi(x) dx$$

where $a^* = \frac{\mu - n\mu}{\sigma_n}$, $b^* = \frac{\mu + n\mu}{\sigma_n}$.

Ex: Use to show why height is normally distributed b/c involves many genes/factors, not identical.
**Bonus:** Let $X$ have the Poisson Distribution with parameter $\lambda > 0$. Find $E(X!)$, the expected value of $X$ factorial. Your answer should be simplified with no summation sign.

\[
P(X=k) = \frac{\lambda^k}{k!} e^{-\lambda}
\]

\[
E(X!) = \sum_{k=0}^{\infty} k! \cdot P(X=k) = \sum_{k=0}^{\infty} k! \left( \frac{\lambda^k}{k!} e^{-\lambda} \right)
\]

\[
= \sum_{k=0}^{\infty} \lambda^k e^{-\lambda} = e^{-\lambda} \sum_{k=0}^{\infty} \lambda^k.
\]

So if $\lambda \geq 1$, $E(X!) = \infty$

if $\lambda < 1$, $E(X!) = \frac{e^{-\lambda}}{1-\lambda}$.
Normal distribution table

<table>
<thead>
<tr>
<th>z</th>
<th>0.00</th>
<th>0.01</th>
<th>0.02</th>
<th>0.03</th>
<th>0.04</th>
<th>0.05</th>
<th>0.06</th>
<th>0.07</th>
<th>0.08</th>
<th>0.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.0000</td>
<td>.0036</td>
<td>.0074</td>
<td>.0116</td>
<td>.0160</td>
<td>.0197</td>
<td>.0233</td>
<td>.0268</td>
<td>.0304</td>
<td>.0331</td>
</tr>
<tr>
<td>0.1</td>
<td>.0366</td>
<td>.0403</td>
<td>.0440</td>
<td>.0477</td>
<td>.0514</td>
<td>.0550</td>
<td>.0585</td>
<td>.0620</td>
<td>.0655</td>
<td>.0689</td>
</tr>
<tr>
<td>0.2</td>
<td>.0724</td>
<td>.0757</td>
<td>.0789</td>
<td>.0821</td>
<td>.0852</td>
<td>.0883</td>
<td>.0913</td>
<td>.0944</td>
<td>.0974</td>
<td>.1004</td>
</tr>
<tr>
<td>0.3</td>
<td>.1034</td>
<td>.1064</td>
<td>.1093</td>
<td>.1122</td>
<td>.1151</td>
<td>.1179</td>
<td>.1207</td>
<td>.1235</td>
<td>.1263</td>
<td>.1291</td>
</tr>
<tr>
<td>0.4</td>
<td>.1318</td>
<td>.1345</td>
<td>.1372</td>
<td>.1398</td>
<td>.1425</td>
<td>.1451</td>
<td>.1477</td>
<td>.1503</td>
<td>.1528</td>
<td>.1554</td>
</tr>
<tr>
<td>0.5</td>
<td>.1579</td>
<td>.1604</td>
<td>.1629</td>
<td>.1653</td>
<td>.1677</td>
<td>.1701</td>
<td>.1725</td>
<td>.1748</td>
<td>.1771</td>
<td>.1794</td>
</tr>
<tr>
<td>0.7</td>
<td>.2029</td>
<td>.2049</td>
<td>.2069</td>
<td>.2089</td>
<td>.2108</td>
<td>.2127</td>
<td>.2146</td>
<td>.2165</td>
<td>.2184</td>
<td>.2202</td>
</tr>
<tr>
<td>0.8</td>
<td>.2221</td>
<td>.2239</td>
<td>.2257</td>
<td>.2275</td>
<td>.2292</td>
<td>.2309</td>
<td>.2326</td>
<td>.2343</td>
<td>.2359</td>
<td>.2376</td>
</tr>
<tr>
<td>0.9</td>
<td>.2392</td>
<td>.2407</td>
<td>.2423</td>
<td>.2438</td>
<td>.2453</td>
<td>.2468</td>
<td>.2483</td>
<td>.2497</td>
<td>.2512</td>
<td>.2526</td>
</tr>
<tr>
<td>1.0</td>
<td>.2539</td>
<td>.2553</td>
<td>.2567</td>
<td>.2580</td>
<td>.2593</td>
<td>.2606</td>
<td>.2619</td>
<td>.2632</td>
<td>.2644</td>
<td>.2657</td>
</tr>
<tr>
<td>1.1</td>
<td>.2669</td>
<td>.2681</td>
<td>.2693</td>
<td>.2705</td>
<td>.2717</td>
<td>.2728</td>
<td>.2740</td>
<td>.2751</td>
<td>.2763</td>
<td>.2774</td>
</tr>
<tr>
<td>1.2</td>
<td>.2786</td>
<td>.2797</td>
<td>.2808</td>
<td>.2819</td>
<td>.2830</td>
<td>.2841</td>
<td>.2851</td>
<td>.2862</td>
<td>.2872</td>
<td>.2883</td>
</tr>
<tr>
<td>1.3</td>
<td>.2893</td>
<td>.2903</td>
<td>.2913</td>
<td>.2922</td>
<td>.2931</td>
<td>.2940</td>
<td>.2949</td>
<td>.2957</td>
<td>.2966</td>
<td>.2974</td>
</tr>
<tr>
<td>1.4</td>
<td>.2982</td>
<td>.2990</td>
<td>.2998</td>
<td>.3006</td>
<td>.3014</td>
<td>.3022</td>
<td>.3029</td>
<td>.3037</td>
<td>.3045</td>
<td>.3052</td>
</tr>
<tr>
<td>1.5</td>
<td>.3059</td>
<td>.3067</td>
<td>.3074</td>
<td>.3081</td>
<td>.3088</td>
<td>.3095</td>
<td>.3102</td>
<td>.3109</td>
<td>.3116</td>
<td>.3122</td>
</tr>
<tr>
<td>1.6</td>
<td>.3129</td>
<td>.3135</td>
<td>.3141</td>
<td>.3148</td>
<td>.3154</td>
<td>.3160</td>
<td>.3166</td>
<td>.3172</td>
<td>.3178</td>
<td>.3184</td>
</tr>
<tr>
<td>1.7</td>
<td>.3189</td>
<td>.3195</td>
<td>.3200</td>
<td>.3206</td>
<td>.3211</td>
<td>.3216</td>
<td>.3221</td>
<td>.3226</td>
<td>.3231</td>
<td>.3236</td>
</tr>
<tr>
<td>1.8</td>
<td>.3241</td>
<td>.3245</td>
<td>.3249</td>
<td>.3254</td>
<td>.3258</td>
<td>.3262</td>
<td>.3266</td>
<td>.3270</td>
<td>.3274</td>
<td>.3278</td>
</tr>
<tr>
<td>1.9</td>
<td>.3281</td>
<td>.3285</td>
<td>.3288</td>
<td>.3292</td>
<td>.3295</td>
<td>.3299</td>
<td>.3302</td>
<td>.3306</td>
<td>.3309</td>
<td>.3312</td>
</tr>
<tr>
<td>2.0</td>
<td>.3315</td>
<td>.3318</td>
<td>.3321</td>
<td>.3324</td>
<td>.3327</td>
<td>.3330</td>
<td>.3333</td>
<td>.3335</td>
<td>.3338</td>
<td>.3341</td>
</tr>
<tr>
<td>2.1</td>
<td>.3343</td>
<td>.3346</td>
<td>.3348</td>
<td>.3351</td>
<td>.3353</td>
<td>.3356</td>
<td>.3358</td>
<td>.3360</td>
<td>.3362</td>
<td>.3364</td>
</tr>
<tr>
<td>2.2</td>
<td>.3366</td>
<td>.3368</td>
<td>.3370</td>
<td>.3372</td>
<td>.3374</td>
<td>.3376</td>
<td>.3378</td>
<td>.3380</td>
<td>.3382</td>
<td>.3383</td>
</tr>
<tr>
<td>2.3</td>
<td>.3385</td>
<td>.3387</td>
<td>.3389</td>
<td>.3391</td>
<td>.3393</td>
<td>.3394</td>
<td>.3396</td>
<td>.3398</td>
<td>.3400</td>
<td>.3401</td>
</tr>
<tr>
<td>2.4</td>
<td>.3403</td>
<td>.3405</td>
<td>.3407</td>
<td>.3409</td>
<td>.3410</td>
<td>.3412</td>
<td>.3413</td>
<td>.3415</td>
<td>.3416</td>
<td>.3418</td>
</tr>
<tr>
<td>2.5</td>
<td>.3419</td>
<td>.3421</td>
<td>.3422</td>
<td>.3424</td>
<td>.3425</td>
<td>.3426</td>
<td>.3428</td>
<td>.3429</td>
<td>.3430</td>
<td>.3431</td>
</tr>
<tr>
<td>2.6</td>
<td>.3432</td>
<td>.3433</td>
<td>.3434</td>
<td>.3435</td>
<td>.3436</td>
<td>.3437</td>
<td>.3438</td>
<td>.3439</td>
<td>.3440</td>
<td>.3441</td>
</tr>
<tr>
<td>2.7</td>
<td>.3441</td>
<td>.3442</td>
<td>.3443</td>
<td>.3444</td>
<td>.3445</td>
<td>.3446</td>
<td>.3446</td>
<td>.3447</td>
<td>.3448</td>
<td>.3449</td>
</tr>
<tr>
<td>2.8</td>
<td>.3449</td>
<td>.3450</td>
<td>.3451</td>
<td>.3451</td>
<td>.3452</td>
<td>.3453</td>
<td>.3453</td>
<td>.3454</td>
<td>.3455</td>
<td>.3455</td>
</tr>
<tr>
<td>2.9</td>
<td>.3456</td>
<td>.3456</td>
<td>.3457</td>
<td>.3457</td>
<td>.3458</td>
<td>.3458</td>
<td>.3459</td>
<td>.3459</td>
<td>.3459</td>
<td>.3460</td>
</tr>
<tr>
<td>3.0</td>
<td>.3460</td>
<td>.3461</td>
<td>.3461</td>
<td>.3461</td>
<td>.3462</td>
<td>.3462</td>
<td>.3462</td>
<td>.3463</td>
<td>.3463</td>
<td>.3463</td>
</tr>
<tr>
<td>3.1</td>
<td>.3463</td>
<td>.3464</td>
<td>.3464</td>
<td>.3464</td>
<td>.3464</td>
<td>.3465</td>
<td>.3465</td>
<td>.3465</td>
<td>.3465</td>
<td>.3465</td>
</tr>
<tr>
<td>3.2</td>
<td>.3465</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
</tr>
<tr>
<td>3.3</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
</tr>
<tr>
<td>3.4</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
</tr>
<tr>
<td>3.5</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
</tr>
<tr>
<td>3.6</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
</tr>
<tr>
<td>3.7</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
</tr>
<tr>
<td>3.8</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
</tr>
<tr>
<td>3.9</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
<td>.3466</td>
</tr>
</tbody>
</table>

NA (0,1) = area of shaded region