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Abstract

Climate change poses significant challenges for accurate climate modeling due to the complexity and variability of non-Gaussian climate systems. To address the complexities of non-Gaussian systems in climate modeling, this thesis proposes a Bayesian framework utilizing the Unscented Kalman Filter (UKF), Ensemble Kalman Filter (EnKF), and Unscented Particle Filter (UPF) for one-dimensional and two-dimensional stochastic climate models, evaluated with real-world temperature and sea level data. We study these methods under varying conditions, including measurement noise, sample sizes, and observed and hidden variables, to highlight their respective advantages and limitations. Our findings reveal that merely increasing data is insufficient for accurate predictions; instead, selecting appropriate methods is crucial. This research provides insights into issues related to information barrier, curse of dimensionality, prediction variability, and measurement noise quantification, thereby enhancing the application of these techniques in real-world climate scenarios.
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1 Introduction

Climate change is one of the most pressing global challenges facing humanity today. Accurate modeling of climate phenomena is crucial for understanding future scenarios and making informed policy decisions. However, the inherent complexity and multifaceted nature of climate systems present significant challenges for conventional modeling techniques. The deterministic models are often computationally expensive, requiring substantial computing resources to solve the complex equations governing fluid dynamics, thermodynamics, and other physical processes. Additionally, they face challenges due to sensitivity to initial conditions, the need to parameterize subgrid-scale processes, and biases resulting from model assumptions and simplifications.

In recent years, there has been growing interest in the role of stochastic processes in climate modeling. Stochastic models, which introduce elements of randomness and uncertainty, offer a more nuanced way of representing natural processes. These models are particularly useful for understanding events that are rare but consequential, like extreme weather conditions. However, integrating stochastic processes into climate models is not straightforward, especially when the systems under study do not conform to Gaussian distributions.

Moreover, Bayesian inference, a powerful statistical technique, provides a framework for incorporating uncertainty and prior knowledge into complex models. It offers a systematic approach for updating the probability of different outcomes based on new data, making it particularly well-suited for stochastic modeling. In the context of climate change modeling, one of the major advantages is that Bayesian inference can provide a probabilistic framework for predictions, meaning that it can offer not just point estimates but also credible intervals for parameters like temperature rise, precipitation changes, or sea level rise. This probabilistic aspect allows policymakers and scientists to assess risks more comprehensively. Moreover, Bayesian methods can continually incorporate new data to update these predictions, making the models more adaptive to new information. Therefore, using Bayesian inference in climate change models could lead to more targeted and effective climate policy, better allocation of resources for climate mitigation and adaptation, and ultimately, a more robust response to the uncertainties and risks posed by a changing climate.

To address the complexities of non-Gaussian systems in climate modeling, we propose a Bayesian framework that leverages filtering techniques: the Unscented Kalman Filter (UKF), Ensemble Kalman Filter (EnKF), and Unscented Particle Filter (UPF), which
are applied independently to both one-dimensional and two-dimensional stochastic climate models with real-world temperature and sea level data. We evaluate the effectiveness and adaptability of these methods under different conditions, including varying measurement noise, sample sizes, as well as observed and hidden variables. This research aims to demonstrate their respective advantages and limitations, providing valuable insights for their application in real-world scenarios. Our research explores issues related to the information barrier, curse of dimensionality, variability of predictions, and quantification of measurement noise. We show that in data assimilation, simply obtaining more data is not sufficient; the selection of the appropriate methods and models is crucial for accurate and reliable predictions.

The thesis will be organized into several key sections: an introductory section and a related work section that outline the research background; a stochastic climate modeling section that elaborates on one-dimensional and two-dimensional models used to simulate climate change; a statistical inference section that details the mathematical foundations and algorithm implementations of three filtering methods; a parameter optimization and robustness testing section that explains the selection of key parameters; and two experimental sections, one for each model, presenting the findings. The paper concludes with a discussion of the implications of the results and potential avenues for future research.

2 Related Work

2.1 Stochastic Modeling

Stochastic modeling incorporates random processes and probabilistic approaches to simulate and predict complex systems where uncertainty and variability are inherent [3]. In climate science, stochastic models are crucial for understanding and predicting changes in the climate system, which is influenced by a myriad of interconnected variables and inherently random natural processes.

Climate systems are highly complex and nonlinear, characterized by chaotic behaviors and underdetermined dynamics. Stochastic models help address these complexities by:

1. Incorporating Uncertainties: They account for the random variations in climate variables such as temperature, pressure, and wind patterns [4, 5].

2. Improving Ensemble Predictions: By generating multiple ensembles, they provide a
range of possible outcomes that help in risk assessment and policy-making [6, 7].

3. Enhancing Model Accuracy: Stochastic elements can improve the realism of climate models by incorporating the probabilistic nature of various processes, from severe weather events to long-term climatic trends [8, 9].

Stochastic modeling finds applications across various aspects of climate science. In weather forecasting, short-term climate models use stochastic methods to predict conditions by considering the probabilities of various meteorological inputs [10]. For long-term climate projections, stochastic differential equations are utilized to model the uncertainty in future emissions and atmospheric reactions [11, 7, 12, 13]. These models are also employed in paleoclimate reconstructions to infer historical climate conditions from proxy data, which are inherently noisy and uncertain [14].

Despite their advantages, stochastic models face several challenges. Scalability issues arise when extending local models to global scales while managing computational loads. Parameter uncertainty also presents significant hurdles as determining accurate probabilities for various stochastic processes requires extensive data and sophisticated techniques. Moreover, integrating these models with traditional deterministic models to enhance predictiveness while maintaining realistic dynamics is complex [7].

Stochastic modeling is used in many climate models. One specific example is the adaptation of the Earth Balance Model [15, 16, 17, 18, 19], a simplified representation of the Earth's climate system that calculates the balance between energy received from the Sun and the energy emitted back into space. The stochastic version of this model introduces random fluctuations in solar radiation, volcanic activity, and other climatic inputs to simulate their impacts on Earth's energy balance and hence, on global temperature and climate variability [20].

2.2 Bayesian Filtering

Data assimilation is the process of integrating dynamical models with observational data to estimate the state of a dynamical system. This technique is fundamental in improving predictions and adjusting models based on new observations [21, 22, 23]. In particular, filtering based on Bayesian inference specifically addresses the challenge of estimating the state of a system as new observations become available in real-time. This is crucial across many fields, including science, engineering, and finance, where models often include complexities such as nonlinear dynamics and non-Gaussian distributions. These
complexities make it difficult, if not impossible, to find analytical solutions, thus necessitating the use of sophisticated numerical algorithms for online filtering.

The original Kalman Filter (KF), developed by Rudolf E. Kalman in 1960, serves as the foundation for the filtering methods. Designed specifically for linear systems, it uses a set of mathematical equations to provide an efficient computational recursive solution based on the least-squares method [24]. The Extended Kalman Filter (EKF) emerged in the early 1960s as one of the first significant extensions of the Kalman Filter aimed at handling nonlinear systems. The practices and theoretical underpinnings of the EKF were notably elaborated in Anderson and Moore’s work in 1979 [25]. The EKF adapts to nonlinearity by linearizing the state-space model’s functions using Taylor series expansions and Jacobian matrices. This linearization occurs around the current estimate, adjusting the system’s measurements and evolution models to maintain tractability. However, the approximation methods used in EKF can misrepresent actual nonlinear dynamics and the associated probability distributions, potentially leading to divergence where the filter’s estimates deviate significantly from the true values.

To better address the complexities of nonlinear systems and avoid the pitfalls of EKF, EnKF and UKF are developed, each serving different specific needs and computational strategies. The EnKF, developed by Geir Evensen in 1994, utilizes an ensemble of forecasts to deal with nonlinear data assimilation problems [26, 27, 28]. This method explicitly acknowledges and handles errors in the data and model by maintaining a probability distribution (ensemble) that approximates the state’s probability distribution. EnKF uses a Monte Carlo approach to represent the error covariance and state distribution through the use of an ensemble of forecasts. This method is particularly favored in large-scale geophysical models (like weather forecasting) where maintaining a full covariance matrix is computationally prohibitive.

The UKF was developed by Jeffrey Uhlmann and Simon Julier in 1997 based on the intuition that it is easier to approximate a Gaussian distribution than it is to approximate arbitrary nonlinear functions [29]. It addresses the shortcomings of the EKF by using a deterministic sampling technique known as the Unscented Transform to pick a minimal set of sample points (sigma points) around the mean. These points are propagated through the nonlinear functions, from which a new mean and covariance estimates are calculated. UKF utilizes a set of deterministically chosen sample points to capture the true mean and covariance of the prior distribution more accurately than the EKF. It is highly effective in smaller-dimensional systems where the computational overhead of using an ensemble is not necessary. The UKF has, however, the limitation that it does not apply to general non-
Another popular solution strategy for the general filtering problem is to use sequential Monte Carlo methods, also known as particle filters (PFs) [30, 31]. These methods provide a complete representation of the posterior distribution of the states, allowing for the computation of statistical estimates such as the mean, modes, kurtosis, and variance. Thus, they are capable of handling any nonlinearities or non-Gaussian distributions effectively. Particle filtering captures non-Gaussian features by assigning different weights to different samples (or particles). This technique is particularly effective for low-dimensional dynamical systems and does not require any assumptions about the prior distribution, leading to consistent Bayesian posterior statistics [31, 32]. The particle weights also play a crucial role in determining which particles to keep during resampling strategies [33], which helps to prevent particle degeneracy—a common problem where only a small number of particles end up with significant weights while the rest are virtually ignored. However, despite its effectiveness in low-dimensional settings, particle filtering is limited by the curse of dimensionality in high-dimensional systems, necessitating exponentially more particles as the dimensionality increases [34, 35]. Moreover, PFs rely heavily on importance sampling to function correctly, which requires carefully designed proposal distributions that can approximate the posterior distribution well. Designing these proposals is challenging, especially when new measurements are outliers or the likelihood is extremely peaked relative to the prior. These scenarios are particularly common in fields such as engineering and finance, where sensors may be highly accurate or data may exhibit sudden, non-stationary shifts [36]. To address these issues, various linearization techniques have been developed, such as using the EKF Gaussian approximation as the proposal distribution within a particle filter [37, 38, 36, 39].

Building on these concepts, the UPF was proposed by Merwe et al., utilizing the Gaussian approximation methods of the UKF as the proposal distribution within a particle filter framework, effectively merging the strengths of both the UKF and particle filters [40]. This approach is particularly advantageous when dealing with highly nonlinear processes or models that include heavy-tailed noise. The UKF is adept at producing proposal distributions that have a larger support overlap with the true posterior compared to those generated by the EKF, enhancing the efficacy of the sampling process. Moreover, the UKF’s ability to theoretically model heavier tails than the EKF, while integrating the latest observational data before the evaluation of importance weights, allows the UPF to perform exceptionally well in scenarios with peaked likelihoods or when data contains outliers. The UPF retains the particle filter’s ability to capture non-Gaussian features effectively,
but it also inherits the curse of dimensionality, which can be a significant limitation in high-dimensional systems. This characteristic necessitates a larger number of particles to maintain accurate state estimations, echoing the inherent challenges faced by traditional PFs.

2.3 Applications of Bayesian Filtering

Filtering techniques are widely applied across various disciplines including science, engineering, and finance. Each field leverages the distinct features of filters to serve specialized purposes, such as improving accuracy in state estimation, enhancing noise reduction, and facilitating robust data assimilation in complex dynamic systems. These applications utilize the unique properties of each filter type to address the specific challenges and requirements inherent in diverse environments. In engineering, filtering techniques are widely applied to problems in aerospace [41], automotive tracking [42, 43], materials science [44], signal processing [45] and remote sensing [46], among others. These methods address the complexities and nonlinearities inherent in these fields.

EnKF is commonly associated with geosciences [47, 48], and also extensively used in hydrology, environmental modeling [49], and reservoir engineering [50], where the challenges of modeling large spatial systems and assimilating massive data sets are prevalent. EnKF has shown particular efficacy in atmospheric and oceanic data assimilation [51, 52, 53, 54].

PFs have been widely adopted in robotics, a field characterized by non-Gaussian and highly nonlinear environments. Their robustness and adaptability make them ideal for dynamic and uncertain scenarios commonly encountered in robotic navigation and mapping [55, 56]. Moreover, PFs are especially beneficial in finance, where markets frequently exhibit non-Gaussian behaviors, particularly in the tails of distributions, such as heavy tails in asset returns. PFs are adept at adaptively approximating any posterior distribution without assuming a specific form for the error distribution, providing crucial flexibility for accurately modeling and predicting financial risks and outcomes [57, 58, 59, 60].

UPF has been modified and utilized extensively for tracking applications, demonstrating significant improvements in performance and reliability [61, 62]. Recently, UPF has been applied to critical tasks in energy storage, such as estimating the life and discharge times of lithium-ion batteries, further underscoring its utility in practical and high-stakes applications [63, 64, 65].
3 Stochastic Climate Modeling

3.1 One-Dimensional Model

We use a Earth’s Planetary Balance model as the basis for the one-dimensional ordinary differential equation (ODE) model. The use of the model is inspired by MIT’s course [66]. The conceptual idea of the Earth’s Planetary Balance model is as below:

Change in Heat Content =
+ Absorbed Solar Radiation (energy from the Sun’s rays)
− Outgoing Thermal Radiation (i.e. blackbody cooling to space)
+ Human-Caused Greenhouse Effect (trapped outgoing radiation),

where each of these terms is interpreted as an average over the entire globe [66, 19].

For simplicity, we use the following formula to represent the above Earth’s Planetary Balance model:

\[ \Delta Q = Q_{\text{abs}} - G(T) + F_{\text{GHG}}(t), \]

where \( \Delta Q \) represents the change in heat content, \( Q_{\text{abs}} \) represents the absorbed solar radiation, \( G(T) \) represents the outgoing thermal radiation as a function of temperature, which is subtracted since it’s energy leaving the Earth. \( F_{\text{GHG}}(t) \) is the forcing due to greenhouse gases, which is added since it represents additional heat retained by the Earth’s system due to human activities. An illustration of the Earth’s Planetary Balance Model is provided in Figure 1, offering a visual representation of these dynamics.

3.1.1 Absorbed Solar Radiation

At the distance Earth orbits the Sun, the intensity of sunlight reaching Earth is measured as solar insolation, which is \( S = 1368 \text{W/m}^2 \). The Earth reflects a portion of this sunlight back into space, a process quantified by a small fraction albedo, or planetary reflectivity \( \alpha = 0.3 \). This reflectivity accounts for the light bounced off surfaces such as white clouds, snow, and ice. Consequently, the fraction of sunlight absorbed by the Earth is \( 1 - \alpha \). Given that sunlight arrives on Earth as nearly parallel rays, the Earth’s cross-section intercepting these rays can be represented as a disk with an area of \( \pi R^2 \). However, since the calculations for other terms in model (2) apply to the Earth’s entire surface area, which is \( 4\pi R^2 \), the per unit
Figure 1: Earth’s Planetary Balance Model

The surface area of absorbed solar radiation needs to be adjusted by a factor of 4. Therefore, we can model the absorbed solar radiation as below [66]:

\[ Q_{abs} = \frac{S(1 - \alpha)}{4}. \]  

### 3.1.2 Thermal Radiation

The term \( G(T) \) in the model denotes the net effect of both negative feedback mechanisms, like blackbody radiation, that dampen warming, and positive feedbacks, such as the water vapor feedback, that enhance warming. Given the complexity of these interactions, the model simplifies them by only considering the first term of a Taylor Series expansion around the pre-industrial average temperature \( T_0 = 14.0^\circ C \) [66]:

\[ G(T) \approx G(T_0) + G'(T_0)(T - T_0) = G'(T_0)T + (G(T_0) - G'(T_0)(T_0)). \]  

To simplify the expression, we define:

\[ A = G(T_0) - G'(T_0)(T_0), \quad \lambda = -G'(T_0) \]  

which gives

\[ G(T) \approx A - \lambda T. \]  

The minus sign in front of \( T \) indicating it restores equilibrium. \( \lambda \) is the climate feedback parameter. The value that is chosen for \( \lambda \) is from the review paper [67], which pro-
duced the most comprehensive and up-to-date estimate of the climate feedback parameter: \( \lambda \sim \mathcal{N}(-1.3, 0.4) \). Thus, we use \( \lambda = -1.3 \, W/m^2/°C \) as the climate feedback parameter in this thesis.

The value of parameter \( A \) is determined by recognizing the preindustrial equilibrium state, where Earth’s energy budget was in a perfect balance prior to human influence:

\[
Q_{abs} = G(T_0)
\]  
(7)

or

\[
\frac{S(1-\alpha)}{4} = A - \lambda T_0.
\]  
(8)

By rearranging this equation, we find that the value of \( A \) in \( W/m^2 \) is given by

\[
A = \frac{S(1-\alpha)}{4} + \lambda T_0.
\]  
(9)

### 3.1.3 Human-caused Greenhouse Effect

The greenhouse effect is empirically understood to correlate logarithmically with the concentrations of carbon dioxide \( CO_2 \) in the atmosphere. The human-caused greenhouse effect is modeled as:

\[
F_{GHG} = f \ln \left( \frac{CO_2(t)}{CO_2_{PI}} \right),
\]  
(10)

where \( f = 5.0 \, W/m^2 \) is the forcing coefficient and \( CO_2_{PI} = 280.0 \, ppm \) is the pre-industrial \( CO_2 \) concentration. \( CO_2(t) \) is a function that gives the \( CO_2 \) concentration at time \( t \).

Human greenhouse gas emissions have significantly changed the Earth’s energy equilibrium, deviating from the stable climatic conditions that prevailed for millennia before the industrial era. Considering that human \( CO_2 \) emissions are a primary contributor to global warming, our model anticipates that inputting historical \( CO_2 \) concentration increases should approximate the observed rise in global temperatures. Starting from the onset of the industrial revolution in 1850, the increase in \( CO_2 \) levels can be fairly accurately captured by the following cubic equation [66]:

\[
CO_2(t) = CO_2_{PI} \times \left( 1 + \left( \frac{t - 1850}{220} \right)^3 \right).
\]  
(11)
Table 1: Setup of Earth's Planetary Balance model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>5</td>
<td>$CO_2$ forcing coefficient [W/m$^2$]</td>
</tr>
<tr>
<td>$CO_2_{PI}$</td>
<td>280</td>
<td>Pre-industrial $CO_2$ concentration [ppm]</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>-1.3</td>
<td>Climate feedback parameter [W/m$^2$/°C]</td>
</tr>
<tr>
<td>$C$</td>
<td>51</td>
<td>Atmosphere and upper-ocean heat capacity [J/m$^2$/°C]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.3</td>
<td>Planet albedo, 0.0–1.0 [unitless]</td>
</tr>
<tr>
<td>$S$</td>
<td>1368</td>
<td>Solar insolation [W/m$^2$]</td>
</tr>
<tr>
<td>$A$</td>
<td>$S \times (1 - \alpha)/4 + \lambda \times T_0$</td>
<td>Linearized outgoing thermal radiation: offset [W/m$^2$]</td>
</tr>
</tbody>
</table>

3.1.4 Change in Heat Content

The heat content, denoted as $CT$, is determined by the temperature $T$ measured in Kelvin and the heat capacity of the Earth’s climate system. Consequently, the change in heat content over time can be simply represented by $\frac{d(CT)}{dt}$. Although our primary focus is on the atmospheric temperature, which possesses a relatively small heat capacity, its heat is closely coupled with that of the upper ocean, which exhibit a significantly larger heat capacity of $C = 51 J/m^2/°C$. Given that the heat capacity of ocean water remains relatively constant across temperatures, this can be reformulated in terms of the change in temperature with time as [66]:

$$\Delta Q = C \frac{dT}{dt}$$  \hspace{1cm} (12)

Combining all of these subcomponent models, namely the absorbed solar radiation model (3), the outgoing thermal radiation model (6), and the human-caused greenhouse effect model (10), we formulate the governing equation of the mode; (2) as an ODE:

$$C \frac{dT}{dt} = \frac{(1 - \alpha)S}{4} - (A - \lambda T) + f \ln \left( \frac{CO_2(t)}{CO_2_{PI}} \right),$$  \hspace{1cm} (13)

which serves as the governing equation for the time evolution of Earth’s globally-averaged surface temperature. Table 1 summarizes the parameters we use in the model’s setup.
3.1.5 Numerical Method and Stochastic Process

We employ the Euler method to discretize the exact ODE above (13) in time. By truncating the Taylor series expansion to the first order, we approximate the ODE (13) as $\Delta t \to 0$.

$$ C \frac{T(t + \Delta t) - T(t)}{\Delta t} = \frac{(1 - \alpha) S}{4} - (A - \lambda T(t)) + f \ln \left( \frac{C O_2(t)}{C O_2 p_1} \right). $$ (14)

Next, we use the subscript $n$ to denote the n-th timestep, where $T_{n+1} = T(t_{n+1})$ denotes the temperature at the next timestep $t_{n+1} = t_n + \Delta t$.

By rearranging the equation (14), we can solve for the temperature at the next timestep $n + 1$ based on the temperature at the present timestep $n$:

$$ T_{n+1} = T_n + \Delta t \times \frac{1}{C} \left[ \frac{(1 - \alpha) S}{4} - (A - \lambda T_n) + f \ln \left( \frac{C O_2, n}{C O_2 p_1} \right) \right]. $$ (15)

Recall equation (9), substitute $A$ in (15), we get a simplified version:

$$ T_{n+1} = T_n + \Delta t \times \frac{1}{C} \left[ \lambda (T_n - T_0) + a \ln \left( \frac{C O_2, n}{C O_2 p_1} \right) \right]. $$ (16)

To better reflects the inherent uncertainties and variabilities in the Earth's climate system, we introduces an element of stochasticity by incorporating random fluctuations into the model. This gives us the Stochastic Ordinary Differential Equation (SODE) model as below:

$$ T_{n+1} = T_n + \Delta t \times \frac{1}{C} \left[ \lambda (T_n - T_0) + f \ln \left( \frac{C O_2, n}{C O_2 p_1} \right) \right] + \sigma \Delta W_n. $$ (17)

Here, $\Delta W_n$ represents the increment of the Wiener process during the time step from $t_n$ to $t_{n+1}$, which is normally distributed with mean 0 and the standard deviation $\sigma$. This term is the discrete equivalent of the continuous-time Gaussian white noise term $dW_t$ in the SODE.

The temperature data we use in our one-dimensional model is from NASA [2], which provides temperature anomaly data. We add a constant, which is the long-term average from 1951 to 1980, to the anomaly data to obtain the actual temperature data.

3.1.6 Statistical Properties

We conducted 1000 simulations comprising 144 time steps each from 1850 to 2023, and the resulting temperature distributions are depicted as histograms at every 43 years in
Figure 2. Additionally, we plot the approximated probability density function of the temperature distribution alongside a normal distribution with identical mean and standard deviation in Figure 3.

Furthermore, we compute the discrete Kullback-Leibler (KL) divergence from the temperature distribution to the normal distribution, employing 1000 samples. Denote by $X$ the set of all possible events, $P$ the temperature distribution, and $Q$ the normal distribution. The probability mass functions for a discrete random variable $x$ under distributions $P$ and $Q$ are $P(x)$ and $Q(x)$, respectively. The KL divergence from $Q$ to $P$ is defined as:

$$D_{KL}(P \parallel Q) = \sum_{x \in X} P(x) \log \left( \frac{P(x)}{Q(x)} \right). \quad (18)$$

Table 2 presents the KL divergence values measured at 43-year intervals. A discrete KL divergence is also calculated between two normal distributions as a reference, yielding a value of 0.015.

Table 2: KL Divergence values from the temperature distribution to the normal distribution at 5 different years with 43-year intervals.

<table>
<thead>
<tr>
<th>Year</th>
<th>KL Divergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1850</td>
<td>0.034</td>
</tr>
<tr>
<td>1893</td>
<td>0.052</td>
</tr>
<tr>
<td>1936</td>
<td>0.045</td>
</tr>
<tr>
<td>1979</td>
<td>0.055</td>
</tr>
<tr>
<td>2021</td>
<td>0.047</td>
</tr>
</tbody>
</table>

Observations from Figures 2 and 3 indicate that there are both left and right tails, signifying a rise in extreme temperature events. The flattening of the approximated temperature distribution suggests relatively low kurtosis, indicating a less pronounced concentration of temperatures around the mean, which contrasts with the more peaked spread of a normal distribution. The actual temperature distributions’ deviation from the blue lines of the normal distribution underscores the potential inadequacy of simple Gaussian models in capturing the subtleties of temperature changes in a climate impacted by global warming. Furthermore, the KL divergence values listed in Table 2 consistently exceed the reference KL divergence value calculated between two normal distributions, which also indicates the non-normal distribution pattern in temperature changes. In summary, the temperature distribution, although not markedly different from a normal distribution, is distinctly non-normal, primarily due to the rising incidence of extreme temperature
3.2 Two-Dimensional Model

Both the sea level the global temperature have fluctuated significantly throughout history. Three million years ago, they were both higher than current levels by 25 to 35 meters and 2-3°C, respectively [68]. However, just 20,000 years ago the sea level was 140 meters lower and the temperature was 4-7°C cooler than current numbers [69]. The impact of global warming on sea-level rise and its hydrologic and environmental consequences has attracted worldwide attention because of its profound implications for coastal communities, ecosystems, and economies. Scientists and mathematicians have created models and estimates to predict sea level and temperature rises, either separately or in conjunction with each other. The inherent relationship between temperature and sea-level rise is embedded in the historic data. Made on the basis of the analysis of historic data from 1880 to 2001, Rahmstorf developed a semiempirical approach to project the sea-level rise in 2007. In this approach, the rate of sea-level rise is found to be proportional to the temperature with a constant of 3.4 mm/year per °C, and the sea level in 2100 was predicted to
Figure 3: Comparison of the approximated temperature distribution against a normal distribution with matching mean and standard deviation, highlighting deviations from normality. The normal distribution is depicted with a three-standard-deviation range.

rise within the range of 0.5 to 1.4 m above the 1990 level [68]. However, these predictions are considerably greater than those published in the Third Assessment Report of the Intergovernmental Panel on Climate Change (IPCC) [70]. There were a few other issues with Rahmstorf’s model that contributed to the discrepancies. First, the historical temperature data were averaged over five-year periods, reducing the data set from 122 to 24 pairs and potentially distorting the original time-series relationship. Second, sea-level rise was assumed to be directly proportional to temperature change, with temperature as a fixed input. The model overlooked the sea level’s temporal state, which can act as a negative feedback and slow the rise based on hydrologic and atmospheric principles. Additionally, while the model considered the effect of temperature on sea-level rise, it did not account for the reverse influence—how sea-level rise could affect temperature through increased water vapor due to higher temperatures and greater sea surface area.

Based on Rahmstorf’s model, Aral et al. introduced a system of coupled differential equations to describe the dynamic changes in temperature and sea level over time [71]. They solved this system of linear differential equations and found a 90% confidence inter-
val around the predicted temperature and sea level rise. This approach addressed a significant limitation in Rahmstorf’s study by accounting for the interdependency of the two variables. Furthermore, the model used two year averaging to smooth out oscillation without losing as much precision as five year averaging. They applied their models to forecast outcomes from 1950 to 2001, comparing projected values with actual data. Their sea level model demonstrated high accuracy, while the temperature model, while close, was slightly less precise. Extending their projections to 2100, they estimated a 1.33°C temperature increase and a 423.77mm sea level rise, consistent with IPCC estimates [71].

The model developed by Aral et al. is based on the interaction between global temperature change and sea-level rise, more specifically the proportional relationship between the rate of sea level rise and temperature. This linear relationship may be extended to approximately describe the behavior of the complex dynamic system by the governing coupled ODE:

\[
\begin{align*}
\frac{dT(t)}{dt} &= a_{11} T(t) + a_{12} H(t) + c_1 \\
\frac{dH(t)}{dt} &= a_{21} T(t) + a_{22} H(t) + c_2
\end{align*}
\]

where \( t = \) time; \( T(t) = \) global mean surface temperature at time \( t \); \( H(t) = \) global sea level at time \( t \); \( \frac{dT(t)}{dt} \) and \( \frac{dH(t)}{dt} \) = rate of temperature change and sea-level rise, respectively; \( a_{ij} \) and \( c_i (i, j = 1, 2) \) = constant coefficients. Coefficients \( a_{ij} (i \neq j) \) reflect the effect of temperature change and sea-level rise on each other, whereas coefficients \( a_{ii} (i = j) \) represent the temporal feedback of the state variables on themselves [71].

Aral et al. provide a set of coefficients for their model, which we have slightly adjusted to develop a set of coefficients for our implementation, shown in Table 3.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_{11} )</td>
<td>-0.16</td>
<td>Temporal Feedback of Temperature</td>
</tr>
<tr>
<td>( a_{12} )</td>
<td>0.008</td>
<td>Coupling Coefficients</td>
</tr>
<tr>
<td>( c_1 )</td>
<td>0.0187</td>
<td>Baseline Rate of Temperature</td>
</tr>
<tr>
<td>( a_{21} )</td>
<td>0.4673</td>
<td>Coupling Coefficients</td>
</tr>
<tr>
<td>( a_{22} )</td>
<td>-0.0145</td>
<td>Temporal Feedback of Sea Level</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>0.2072</td>
<td>Baseline Rate of Sea Level</td>
</tr>
</tbody>
</table>

Table 3: Adjusted coefficients for our two-dimensional model.

Based on (19), we develop a two-dimensional SODE model through discretizing (19) in
time and adding noise terms.

\[
\begin{align*}
T_{n+1} &= T_n + (a_{11} T_n + a_{12} H_n + c_1) \Delta t + \sigma_1 \Delta W_{1,n}, \\
H_{n+1} &= H_n + (a_{21} T_n + a_{22} H_n + c_2) \Delta t + \sigma_2 \Delta W_{2,n}.
\end{align*}
\] (20)

Figure 4: Evolution of the temperature anomaly distribution at 43-year intervals from 1880.

Here, \(T_n\) and \(H_n\) represent the discrete values of temperature and sea level at time step \(n\), respectively. \(\Delta t\) signifies the time step size, while \(\Delta W_{1,n}\) and \(\Delta W_{2,n}\) stand for independent Gaussian random variables with mean zero and standard deviation one, representing the Wiener increments. Additionally, \(\sigma_1\) and \(\sigma_2\) denote the noise amplitudes for temperature and sea level, respectively.

Since this model is developed using temperature anomaly data and sea-level data in cm, we use temperature anomaly data directly from NASA [2] and sea-level data from NOAA [1], dividing the latter by a factor of 10.

### 3.2.1 Statistical Properties

We conducted 10000 simulations comprising 144 time steps each from 1880 to 2053, and the resulting temperature anomaly and sea level distributions are depicted as histograms at every 43 years in Figure 4 and Figure 5.
We calculate the discrete KL-divergence of the latest distribution in the time series in a manner similar to the one-dimensional case. For the temperature anomaly data, the KL-divergence value is 0.0050. For the sea level data, the KL-divergence is 0.0055, suggesting a slightly greater divergence compared to the temperature anomaly data. A reference discrete KL-divergence is calculated between two normal distributions, yielding 0.0021. This indicates that the observed distributions are divergent from the normal distribution.

From Figure 6 and Figure 7, it is apparent that the approximated distributions for both temperature anomaly and sea level exhibit flatter characteristics compared to the normal distribution, indicative of lower kurtosis. This flatter spread suggests a less pronounced concentration around the mean, contrasting sharply with the more peaked spread typical of a normal distribution. Additionally, the standard deviation of the distribution of temperature anomaly is 0.45, while that of sea level is 0.63, highlighting a greater variability in sea level fluctuations.

4 Statistical Inference

In this section, we introduce the setup and implementation of the filtering methods. Table 4 summarizes the notation used in this section.

Consider the state function $f$ and the measurement function $h$ for nonlinear, non-
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$, $q$</td>
<td>Process noise variance and standard deviation</td>
</tr>
<tr>
<td>$P$, $p$</td>
<td>State variance and standard deviation</td>
</tr>
<tr>
<td>$R$, $r$</td>
<td>Measurement noise variance and standard deviation</td>
</tr>
<tr>
<td>$L$</td>
<td>Dimension of states</td>
</tr>
<tr>
<td>$K$</td>
<td>Dimension of measurement output</td>
</tr>
<tr>
<td>$f$</td>
<td>State governing function</td>
</tr>
<tr>
<td>$h$</td>
<td>Measurement function</td>
</tr>
<tr>
<td>$y_{\text{real}}$</td>
<td>Data collected from real-world climate system</td>
</tr>
<tr>
<td>$y_{\text{obs}}$</td>
<td>The real-world data with measurement noise</td>
</tr>
<tr>
<td>$N$</td>
<td>Total number of time steps</td>
</tr>
<tr>
<td>$I$</td>
<td>Sample size, equivalent to particle size, ensemble size</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>A scaling parameter that determines the spread of the sigma points around the mean state value ($0 \leq \alpha \leq 1$)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>A non-negative weighting term which can be used to incorporate knowledge of the higher order moments of the distribution ($0 \leq \beta$)</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>A scaling parameter that is usually set to 0 ($0 \leq \kappa$ to ensure the non-negativity of the variance)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>A composite scaling parameter that equals to $\alpha^2 \ast (L + \kappa) - L$</td>
</tr>
<tr>
<td>$K$</td>
<td>Kalman Gain</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Sigma points and $\chi_i$ is the $i^{th}$ sigma point</td>
</tr>
<tr>
<td>$W$</td>
<td>Weights and $W_i$ is the weight associated with the $i^{th}$ sigma point such $\sum_{i=0}^{2L} W_i = 1$. $W_i$ is calculated according to (28)</td>
</tr>
<tr>
<td>$Y$</td>
<td>Forecast measurement calculated by propagating sigma points though measurement function</td>
</tr>
<tr>
<td>$\bar{x}$</td>
<td>Mean state value</td>
</tr>
<tr>
<td>$\bar{y}$</td>
<td>Mean forecast measurement value</td>
</tr>
<tr>
<td>$\hat{x}$</td>
<td>Estimated state value</td>
</tr>
<tr>
<td>$\hat{y}$</td>
<td>Estimated forecast measurement value</td>
</tr>
<tr>
<td>$\hat{P}$</td>
<td>Estimated state variance</td>
</tr>
<tr>
<td>$\tilde{x}$</td>
<td>Resampled particles</td>
</tr>
<tr>
<td>$\tilde{w}$</td>
<td>Normalized weight after resampling</td>
</tr>
<tr>
<td>$\tilde{P}$</td>
<td>State variance after resampling</td>
</tr>
</tbody>
</table>
Figure 6: Comparison of the approximated temperature anomaly distribution against a normal distribution with matching mean and standard deviation. The normal distribution is depicted with a three-standard-deviation range.

Gaussian system, the model can be simply expressed as follows:

\[ x_n = f(x_{n-1}, n, Q) \]  \hspace{1cm} (21)
\[ y_n = h(x_n, R), \]  \hspace{1cm} (22)

where, in this case, \( y_n \in \mathbb{R}^K \) denotes the measurement, \( x_n \in \mathbb{R}^L \) the state of the system, \( Q \) is the process noise variance, \( R \) is the measurement noise variance, and \( n \) is the time step. The mappings \( f : \mathbb{R}^L \times \mathbb{R} \times \mathbb{R}^L \to \mathbb{R}^L \) and \( h : \mathbb{R}^L \times \mathbb{R}^K \to \mathbb{R}^K \) represent the state and measurement models. To complete the specification of the model, the prior distribution (at \( n = 0 \)) is denoted by \( p(x_0) \). The posterior density \( p(x_{0:n}|y_{1:n}) \), where \( x_{0:n} = \{x_0, x_1, \ldots, x_n\} \) and \( y_{1:n} = \{y_1, y_2, \ldots, y_n\} \), constitutes the complete solution to the sequential estimation problem.

Additionally, let \( y_{obs} \) denote the observations with measurement noise. \( y_{obs,n} = y_{real,n} + \epsilon, \epsilon \sim \mathcal{N}(0, R) \), where \( y_{real} \) is the data we collected from real-world climate system.
Figure 7: Comparison of the approximated sea level distribution against a normal distribution with matching mean and standard deviation. The normal distribution is depicted with a three-standard-deviation range.

4.1 One-Dimensional Model Setup

Recall (17), we define the state function $f(T_n, n, Q)$ with $n$ from 1880 to 2024 (the length of temperature data) as below:

$$f(T_n, n, Q) = T_n + \frac{1}{C} \left[ \lambda(T_n - T_0) + f \ln \left( \frac{CO_2(n)}{CO_2 P_I} \right) \right] \Delta t + \delta,$$

where $\delta \sim \mathcal{N}(0, Q)$,

and $CO_2(n) = CO_2 P_I \times \left( 1 + \left( \frac{n - 1850}{220} \right)^3 \right)$.

We used $\Delta t = 1$ for both one-dimensional and two-dimensional models in our implementation.

Since the output of the state function and the observation is both temperature, the measurement function is an identity function that is given by

$$h(T_n, R) = T_n + \epsilon,$$

where $\epsilon \sim \mathcal{N}(0, R)$. 
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4.2 Two-Dimensional Model Setup

The setup is similar to the one-dimensional model case described above. Recall (20), we define the state function $f((T_n, H_n), n, Q)$ with $n$ from 1880 to 2021 (the length of sea-level data) and $Q = (Q_1, Q_2)$ as below:

$$f((T_n, H_n), n, Q) = \begin{cases} T_n + (a_{11}T_n + a_{12}H_n + c_1)\Delta t + \delta_1, \\ H_n + (a_{21}T_n + a_{22}H_n + c_2)\Delta t + \delta_2, \end{cases}$$

where $\delta_1 \sim \mathcal{N}(0, Q_1)$ and $\delta_2 \sim \mathcal{N}(0, Q_2)$. (24)

The measurement function is dependent on the definition of observed and hidden variables. When both variables can be observed, the function is

$$h((T_n, H_n), R) = (T_n + \epsilon_1, H_n + \epsilon_2), \quad \text{where } \epsilon_1, \epsilon_2 \sim \mathcal{N}(0, R).$$

When only temperature is observed,

$$h((T_n, H_n), R) = T_n + \epsilon, \quad \text{where } \epsilon \sim \mathcal{N}(0, R).$$

When only sea level is observed,

$$h((T_n, H_n), R) = H_n + \epsilon, \quad \text{where } \epsilon \sim \mathcal{N}(0, R).$$

The detailed discussion of observed and hidden variables will be in Section 7.2.

4.3 Unscented Kalman Filter

UKF represents the state distribution by a Gaussian random variable (GRV) [29]. This state distribution is specified with a minimal set of deterministically chosen sample points. These sample points capture the true mean and variance of the GRV. When propagated through a nonlinear system, they accurately capture the posterior mean and variance up to the 2nd order for any nonlinearity, with errors introduced only in the 3rd and higher orders. To elaborate, we first explain the unscented transformation (UT), a method for calculating the statistics of a random variable undergoing a nonlinear transformation. The UT builds on the principle that approximating a probability distribution is easier than approximating an arbitrary nonlinear function [29]. Consider propagating a random variable $x$ (dimension $L$) through a nonlinear function $g$ to yield $y$. Assume $x$ has mean $\bar{x}$ and vari-
 ance \( P_x \). To calculate the statistics of \( y \), we form a matrix \( \chi \) of \( 2L + 1 \) sigma points \( \chi_i \) (with corresponding weights \( W_i \)), according to the following:

\[
\begin{align*}
\chi_0 &= \bar{x} \\
\chi_i &= \bar{x} + \left( \sqrt{(L+\lambda)P_x} \right)_i & i = 1, \ldots, L \\
\chi_i &= \bar{x} - \left( \sqrt{(L+\lambda)P_x} \right)_i & i = L + 1, \ldots, 2L \\
W^{(m)}_0 &= \frac{\lambda}{(L+\lambda)} \\
W^{(c)}_0 &= \frac{\lambda}{(L+\lambda)} + (1 - \alpha^2 + \beta) \\
W^{(m)}_i &= W^{(c)}_i = \frac{1}{2(L+\lambda)} & i = 1, \ldots, L
\end{align*}
\]

(28)

where \( \lambda = \alpha^2(L+k) - L \) is a scaling parameter. \( \alpha \) determines the spread of the sigma points around \( \bar{x} \). \( \kappa \) is a secondary scaling parameter which is usually set to 0, and \( \beta \) is used to incorporate prior knowledge of the distribution of \( x \). \( \left( \sqrt{(L+\lambda)P} \right)_i \) is the \( i \)th row of the matrix square root. These sigma points are propagated through the function,

\[
\Upsilon_i = g(\chi_i) \quad i = 0, \ldots, 2L,
\]

(29)

and the mean and variance for \( y \) are approximated using a weighted sample mean and variance of the posterior sigma points, which are

\[
\bar{y} \approx \sum_{i=0}^{2L} W^{(m)}_i \Upsilon_i \quad \text{and}
\]

(30)

\[
P_y \approx \sum_{i=0}^{2L} W^{(c)}_i [\Upsilon_i - \bar{y}] [\Upsilon_i - \bar{y}]^T.
\]

(31)

Note that this method differs substantially from general “sampling” methods (e.g., Monte-Carlo methods such as particle filters) which require orders of magnitude more sample points to propagate an accurate and possibly non-Gaussian distribution of the state. The deceptively simple approach using the UT results in approximations that are accurate to the third order for Gaussian inputs for all nonlinearities. For non-Gaussian inputs, approximations are accurate to at least the second-order, with the accuracy of third and higher-order moments determined by the choice of \( \alpha \) and \( \beta \) [72].

The UKF is a straightforward application of the scaled unscented transformation to the recursive estimation of state variables in a nonlinear system, aiming to achieve minimum
mean-square-error (MMSE) in the predictions. The complete UKF algorithm that updates
the mean $\bar{x}$ and variance $P$ of the Gaussian approximation to the posterior distribution
of the states is given in Algorithm 1. The initial state variance $P$ is assigned a value of 1 to
maintain the effectiveness of Bayesian inference; a value too high would diminish its effec-
tiveness, whereas a value too low may render the use of filtering techniques unnecessary,
as deterministic models could suffice.

Algorithm 1 Unscented Kalman Filter
1: **Inputs:** Measurement function $h$, State function $f$, Process noise variance $Q$, Mea-
    surement noise variance $R$, Observations $\{y_{obs,n}\}_{n=1}^N$
2: **Output:** Mean $\bar{x}_n$ and variance $P_n$ at each time step $n$
3: **Initialize:**
4: \[ x_0 = y_0 \]
5: \[ P_0 = 1 \]
6: **for** $n = 1$ to $N$ **do,**
7: \[ 1) \text{Calculate sigma points:} \]
8: \[ \chi_{n-1} = \begin{bmatrix} \bar{x}_{n-1} & \bar{x}_{n-1} + \sqrt{(L+\lambda)P_{n-1}} & \bar{x}_{n-1} - \sqrt{(L+\lambda)P_{n-1}} \end{bmatrix} \]
9: \[ 2) \text{Time update:} \]
10: \[ \bar{x}_{n|n-1} = f(\chi_{j,n-1}, n, Q) \quad j = 0, \ldots, 2L \]
11: \[ \bar{P}_{n|n-1} = \sum_{i=0}^{2L} \sum_{j=0}^{2L} \sum_{k=0}^{2L} \sum_{l=0}^{2L} W_{i}^{(m)} \chi_{i,n-1} \chi_{j,n-1} \chi_{k,n-1} \chi_{l,n-1} \]
12: \[ y_{n|n-1} = h(\chi_{j,n|n-1}, 0) \quad j = 0, \ldots, 2L \]
13: \[ \bar{P}_{y_{n|n-1}} = \sum_{i=0}^{2L} W_{i}^{(m)} Y_{i,n|n-1} \]
14: \[ 3) \text{Measurement update:} \]
15: \[ P_{y_{n|n-1}} = \sum_{i=0}^{2L} W_{i}^{(m)} [Y_{i,n|n-1} - \bar{Y}_{n|n-1}] [Y_{i,n|n-1} - \bar{Y}_{n|n-1}]^T \]
16: \[ P_{x_{n|n-1}} = \sum_{i=0}^{2L} W_{i}^{(m)} [\chi_{i,n|n-1} - \bar{X}_{n|n-1}] [Y_{i,n|n-1} - \bar{Y}_{n|n-1}]^T \]
17: \[ K = P_{x_{n|n-1}} P_{y_{n|n-1}}^{-1} \]
18: \[ \bar{x}_n = \bar{x}_{n|n-1} + K (y_{obs,n} - \bar{y}_{n|n-1}) \]
19: \[ P_n = P_{n|n-1} - K P_{y_{n|n-1}} K^T \]
20: **end for**
4.4 Ensemble Kalman Filter

The central idea of the EnKF is to propagate an ensemble of state realizations \( \{x_n^{(i)}\}_{i=1}^I \) instead of the estimate \( \bar{x}_n \) and the variance \( P_n \) of the KF [26, 45]. To represent the error statistics in the forecast step, we assume that at time \( n \), we have an ensemble of \( I \) forecasted state estimates with random sample errors. We denote this ensemble as \( x_n \in \mathbb{R}^I \), where \( x_n = [ x_n^{(1)} \cdots x_n^{(I)} ] \), and the superscript \( i \) refers to the \( i \)-th forecast ensemble member. Then, the ensemble mean \( \bar{x}_n \in \mathbb{R} \) is defined by

\[
\bar{x}_n = \frac{1}{I} \sum_{i=1}^I x_n^{(i)}. \tag{32}
\]

Since the true state \( x_n \) is unknown, we approximate the variance of the measurement \( P_{y_n y_n} \) and the cross-variance between the state and the measurements \( P_{x_n y_n} \) by using the ensemble members. We define the ensemble error matrix \( E_{x_n} \in \mathbb{R}^I \) around the ensemble mean by

\[
E_{x_n} = [ x_n^{(1)} - \bar{x}_n \cdots x_n^{(I)} - \bar{x}_n ], \tag{33}
\]

and the ensemble of output error \( E_{y_n} \in \mathbb{R}^I \) by

\[
E_{y_n} = [ y_n^1 - \bar{y}_n \cdots y_n^I - \bar{y}_n ], \tag{34}
\]

where \( \bar{x}_n \) and \( \bar{y}_n \) is calculated through the following time update step:

\[
\begin{align*}
x_{n|n-1} &= f(x_{n-1}, n) \\
y_{n|n-1} &= h(x_{n|n-1}, n) \\
\bar{x}_{n|n-1} &= \frac{1}{I} \sum_{i=1}^I x_{n|n-1}^{(i)} \\
\bar{y}_{n|n-1} &= \frac{1}{I} \sum_{i=1}^I y_{n|n-1}^{(i)} \tag{35}
\end{align*}
\]

We then approximate \( P_{x_n y_n} \) and \( P_{z_n y_n} \) by

\[
\begin{align*}
P_{x_n y_n} &= \frac{1}{I-1} E_{x_n} E_{y_n}^T \\
P_{z_n y_n} &= \frac{1}{I-1} E_{y_n} E_{y_n}^T \tag{36}
\end{align*}
\]

Thus, we interpret the forecast ensemble mean as the best forecast estimate of the state,
and the spread of the ensemble members around the mean as the error between the best estimate and the actual state.

We use the classical Kalman filter gain expression and the approximations of the error variances to determine the filter gain $K$ by

$$ K = P_{x_n y_n}^{-1} y_n y_n. $$

The implementation of EnKF is given in Algorithm 2.

Algorithm 2 Ensemble Kalman Filter

1. **Inputs:** Ensemble size $I$, Measurement function $h$, State function $f$, Process noise variance $Q$, Measurement noise variance $R$, Observations $\{y_{obs,n}\}_{n=1}^N$
2. **Output:** Filtered ensemble $\{\bar{x}_n^{(i)}\}_{i=1}^I$, and ensemble mean $\bar{x}_n$ at each time step $n$
3. **Initialize:**
4. $x_0^{(i)} = y_0 + \omega$\quad $\omega \sim \mathcal{N}(0, P), \quad i = 1$ to $I$ and $P = 1$
5. for $n = 1$ to $N$
6. 1) Time update:
7. for each ensemble numbers $i = 1$ to $I$ do
8. $x_n^{(i)} = f(x_{n-1}^{(i)}, n, Q)$
9. $y_{n-1}^{(i)} = h(x_{n-1}^{(i)}, R)$
10. end for
11. 2) Measurement update:
12. $\bar{x}_{n|n-1} = \frac{1}{I} \sum_{i=1}^I x_{n|n-1}^{(i)}$
13. $\bar{y}_{n|n-1} = \frac{1}{I} \sum_{i=1}^I y_{n|n-1}^{(i)}$
14. $P_{x_n y_n} = \frac{1}{I-1} [x_{n|n-1} - \bar{x}_{n|n-1}][y_{n|n-1} - \bar{y}_{n|n-1}]^T$
15. $P_{y_n y_n} = \frac{1}{I-1} [y_{n|n-1} - \bar{y}_{n|n-1}][y_{n|n-1} - \bar{y}_{n|n-1}]^T$
16. $K = P_{x_n y_n} P_{y_n y_n}^{-1}$
17. $\bar{x}_n = \bar{x}_{n|n-1} + K(y_{obs,n} - \bar{y}_{n|n-1})$
18. $\bar{x}_n = \frac{1}{I} \sum_{i=1}^I x_{n|n-1}^{(i)}$
19. end for

4.5 Unscented Particle Filter

The UPF combines the strengths of the UKF and particle filtering to create a robust framework for sequential estimation in complex scenarios [40]. Within the UPF, the UKF is uti-
lized to generate proposal distributions, leveraging its adept handling of nonlinearities and its capacity to deal with heavy-tailed noise and outliers. The UKF’s strength lies in its precise estimation of the posterior variance, up to the third order, which allows for a better alignment with the true state variance. This makes it highly effective for generating more accurate proposal distributions in the particle filter framework.

Moreover, unlike traditional KFs that may rely on Gaussian approximations, the UPF’s particle filtering component excels at managing non-Gaussian distributions. This integration enables the UPF to maintain a close alignment with the true posterior distribution, significantly enhancing its performance over standalone UKF implementations and other filtering methods. This attribute is crucial in real-world applications where the state distributions are often non-Gaussian and multimodal, making the UPF a powerful tool for tracking and predicting states in dynamic systems.

The implementation of the UPF is in Algorithm 3. Note in the pseudo-code, $\bar{x}_n^{(i)}$ represent the mean value of the propagated sigma points of the $i^{th}$ particle at time $n$. $\hat{x}_n$ represents the estimated state at time $n$. $\tilde{x}_n^{(i)}$ represents the resampled particles with their normalized importance weights $\tilde{w}_n^{(i)}$ and corresponding variance $\tilde{P}_n^{(i)}$ at time $n$.

### 4.5.1 Resampling Methods

We implemented two types of resampling methods multinomial resampling and systematic resampling [33], and we use primarily systematic resampling for its stability.

**Multinomial resampling.** Multinomial resampling is also referred to as simple random resampling. The core idea of multinomial resampling [30] is to generate independently $I$ random numbers, $u_n^{(i)}$ from the uniform distribution on (0, 1) and use them to select particles from $x_n$. In the $i^{th}$ selection, the particle $x_n^{(m)}$ is chosen when the following condition is satisfied:

$$Q_n^{(m-1)} < u_n^{(i)} \leq Q_n^{(m)},$$

where

$$Q_n^{(m)} = \sum_{k=1}^{m} w_n^{(k)}.$$  \hfill (39)

Here, $Q_n^{(m)}$ is the cumulative sum of the weights up to the $m$-th particle at time $n$ and $w_n^{(k)}$ represents the weight of the $k$-th particle at time $n$. Thus, the probability of selecting $x_n^{(m)}$ is the same as that of $u_n^{(i)}$ being in the interval bounded by the cumulative sum of the normalized weights as shown in (38). This sampling scheme satisfies the unbiasedness condition.
Algorithm 3 Unscented Particle Filter

1: Inputs: Measurement function $h$, State function $f$, Process noise variance $Q$, Measurement noise variance $R$, Observations $\{y_{obs,n}\}_{n=1}^{N}$
2: Output: $E[x_n] = \sum_{i=0}^{I} \tilde{w}_n^{(i)} \cdot \tilde{x}_n^{(i)}$ for $n=1,\ldots,N$
3: Initialization: $t = 0$
4: for $i = 1,\ldots, I$, set $p_0^{(i)} = 1$ and draw particles $x_0^{(i)}$ from the prior $p(x_0) = \mathcal{N}(y_0, P_0^{(i)})$, and set $\tilde{x}_0^{(i)} = E[x_0^{(i)}]$
5: for $n = 1,2,\ldots,N$ do
6: \hspace{1em} I. Importance sampling step
7: \hspace{2em} for $i = 1,\ldots, I$ do
8: \hspace{3em} a. Update the particles with the UKF:
9: \hspace{4em} 1) Calculate sigma points:
10: \hspace{5em} $\chi_{n-1}^{(i)} = [\bar{x}_{n-1}^{(i)}, \bar{x}_{n-1}^{(i)} + \sqrt{(L+\lambda)P_{n-1}^{(i)}}, \bar{x}_{n-1}^{(i)} - \sqrt{(L+\lambda)P_{n-1}^{(i)}}]$
11: \hspace{4em} 2) Time update:
12: \hspace{5em} $\chi_{j,n|n-1}^{(i)} = f(\chi_{j,n|n-1}^{(i)}, n, Q)$ \hspace{1em} $j = 0,\ldots, 2L$
13: \hspace{5em} $\bar{x}_{n|n-1}^{(i)} = \sum_{j=0}^{2L} W_j^{(c)} \chi_{j,n|n-1}^{(i)}$
14: \hspace{5em} $p_{n|n-1}^{(i)} = \sum_{j=0}^{2L} W_j^{(c)} [\chi_{j,n|n-1}^{(i)} - \bar{x}_{n|n-1}^{(i)}][\chi_{j,n|n-1}^{(i)} - \bar{x}_{n|n-1}^{(i)}]^T$
15: \hspace{5em} $Y_{j,n|n-1}^{(i)} = h(\chi_{j,n|n-1}^{(i)}, 0)$ \hspace{1em} $j = 0,\ldots, 2L$
16: \hspace{5em} $\bar{y}_{n|n-1}^{(i)} = \sum_{j=0}^{2L} W_j^{(c)} Y_{j,n|n-1}^{(i)}$
17: \hspace{4em} 3) Measurement update:
18: \hspace{5em} $p_{y_{obs,n}} = \sum_{j=0}^{2L} W_j^{(c)} [Y_{j,n|n-1}^{(i)} - \bar{y}_{n|n-1}^{(i)}][Y_{j,n|n-1}^{(i)} - \bar{y}_{n|n-1}^{(i)}]^T$
19: \hspace{5em} $p_{x_{obs,n}} = \sum_{j=0}^{2L} W_j^{(c)} [\chi_{j,n|n-1}^{(i)} - \bar{x}_{n|n-1}^{(i)}][Y_{j,n|n-1}^{(i)} - \bar{y}_{n|n-1}^{(i)}]^T$
20: \hspace{5em} $K = \frac{p_{x_{obs,n}}}{p_{y_{obs,n}}} p_{y_{obs,n}}^{-1}$
21: \hspace{5em} $\tilde{x}_n^{(i)} = \bar{x}_{n|n-1}^{(i)} + K(y_{obs,n} - \bar{y}_{n|n-1}^{(i)})$
22: \hspace{5em} $\tilde{p}_n^{(i)} = p_{n|n-1}^{(i)} - K P_{x_{obs,n}} K^T$
23: \hspace{3em} b. Sample $\tilde{x}_n^{(i)} \sim q(\tilde{x}_n^{(i)} | x_{0:n-1}, y_{obs,1:n}) = \mathcal{N}(\tilde{x}_n^{(i)}, \tilde{p}_n^{(i)})$
24: \hspace{3em} c. Set $\tilde{x}_0^{(i)} \triangleq [x_{0:n-1}^{(i)}, \tilde{x}_n^{(i)}]$ and $\tilde{p}_0^{(i)} \triangleq [p_{0:n-1}^{(i)}, \tilde{p}_n^{(i)}]$
25: \hspace{2em} end for
26: \hspace{1em} for $i = 1,\ldots, I$, evaluate the importance weights up to a normalizing constant.
27: \hspace{2em} $w_n^{(i)} \propto \frac{p(y_{obs,n} | \tilde{x}_n^{(i)} p(\tilde{x}_n^{(i)} | x_{n-1}^{(i)})}{q(\tilde{x}_n^{(i)} | x_{0:n-1}^{(i)}, y_{obs,1:n})}$
28: \hspace{1em} for $i = 1,\ldots, I$, normalize the importance weights.
29: \hspace{1em} II. Selection step
30: \hspace{2em} Multiply/Suppress particles $\{\tilde{x}_0^{(i)}, \tilde{p}_0^{(i)}\}$ with high/low importance weights $\tilde{w}_n^{(i)}$, respectively, to obtain $I$ random particles $\{\tilde{x}_0^{(i)}, \tilde{p}_0^{(i)}\}$.
**Systematic resampling.** Systematic resampling [73], [74] exploits the idea of strata, which is dividing the range of probabilities into equal, non-overlapping intervals or "strata." Each particle is then associated with one of these intervals. Now, $u_n^{(1)}$ is drawn from the uniform distribution on $(0, 1/I]$, and the rest of the $u$ numbers are obtained deterministically, i.e.,

$$u_n^{(1)} \sim U(0, \frac{1}{I}], \quad (40)$$

$$u_n^{(i)} = u_n^{(1)} + \frac{i-1}{I}, \quad i = 2, 3, \ldots, I, \quad (41)$$

and then the bounding method based on the cumulative sum of normalized weights as shown in (38) is used.

5 Parameter Optimization and Robustness Testing

5.1 Process Noise Variance

![Figure 8: Left: Relationship between the Augmented Dickey-Fuller test p-values and various moving average window sizes. Right: Residual values obtained by subtracting the moving average (with the optimal window size of 3) from the original time series data.](image)

In our approach to noise estimation within time series data, we commence by applying a moving average with a window size of $k$, calculated as:

$$SMA_n = \frac{1}{k} \sum_{i=n-(k-1)}^{t} T_i, \quad (42)$$

where $SMA_n$ represents the simple moving average at time $n$ and $T_i$ represents the time series data. The window size $k$ is chosen through an iterative process aimed at minimizing the p-value from the Augmented Dickey-Fuller (ADF) test, signifying the strongest
Figure 9: Comparison between the original observation data and the calculated moving average, using an optimal window size of 3, to demonstrate the effect of smoothing on the time series data.

statistical evidence of stationarity in the residual series. We also check if the minimal p-value is below the significance level (0.05), which infer that the time series is stationary. The resulting p-value corresponding to different window sizes is shown in Figure 8 (Left). We find window size 3 yields to the smallest p-value, $1.9 \times 10^{-23}$, which is also significantly lower than 0.05.

After determining the best window size, we compute the residual series $R_n$ by subtracting the moving average from the original time series:

$$R_n = T_n - SMA_n.$$  \hfill (43)

This residual series, shown in Figure 8 (Right), signifies the noise component in the data, from which we aim to estimate the noise parameters. To achieve this, we calculate the variance of the residual series $Var(R)$, assuming the mean of residuals $R$ to be $\mu$:

$$Var(R) = \frac{1}{N-1} \sum_{n=1}^{N} (R_n - \mu)^2.$$  \hfill (44)

This variance serves as an estimate for the variance of process noise in our filters $Q \approx Var(R)$. The optimal window size $k$ thus directly influences our estimate of the noise standard deviation, and consequently, the precision of our particle filter model. It ensures
that the estimated noise is not only representative of the true noise affecting the system but is also the optimal estimate under the MMSE criterion. Figure 9 presents the comparison between the moving average and the original observation data.

For the one-dimensional model described in (17), we find the process noise standard deviation $q = 0.05$. For the two-dimensional model described in (20), we use $q = (0.05, 0.3)$.

5.2 Parameters in UT under High Noise

In UT, $\alpha$ controls the size of the sigma point distribution and should ideally be a small number to avoid sampling non-local effects when the nonlinearities are strong. The parameter $\alpha$ determines the spread of the sigma points around the mean. A small $\alpha$ in the presence of large measurement noise $R$ can result in a filter that is too confident about its narrow view of the state's probability distribution and that fails to account for the full range of possible states given the noise. This can quickly lead to filter divergence if the true state lies outside of the filter's narrow confidence bounds. Adjusting alpha appropriately or using adaptive methods to adjust the spread of sigma points dynamically can help prevent such issues.

The selection of parameters in UT is attracting increasing attention these days. Many researchers realize that using default values for parameters such as $\alpha$, $\beta$ and $\kappa$ is not optimal. The optimal setting of these parameters is rather complex and currently lacks thorough studies, as it depends on various factors, both explicitly and implicitly. One study that reviews these parameters in detail strongly discourages the use of a small $\alpha$ in the UKF because it results in sigma points being too close to the mean of the state distribution. This proximity limits the model’s ability to capture nonlinear effects that occur away from the mean, potentially leading to significant inaccuracies in scenarios where the state distribution is widely spread. The author thus suggests setting $\alpha$ close to 1 [75].

Instead using a commonly used small $\alpha$, such as $1 \times 10^{-3}$, we choose $\alpha = 0.6$ to ensure the stability under large measurement noise.

5.3 Particle Variance

Figure 10 presents the variance of the posterior particle distribution for temperature anomaly and sea level with measurement noise $r = 1$. The results indicate that the variance remains relatively stable over time, with no significant decrease that would suggest particle degeneracy. The absence of particle degeneracy implies that UPF with systematic resampling is
effectively maintaining a diverse set of particles, ensuring an accurate representation of the posterior distribution.

## 6 Experiments for One-Dimensional Model

Table 5 presents the setup of filters for the one-dimensional model. We set $\kappa = 0$ to ensure the variance remains non-negative and $\alpha = 0.6$ to effectively manage large noise, as discussed in Section 5.2. We also use $\beta = 2$. The rationale for choosing $q = 0.05$ is explained in Section 5.1.

In our experiments, we utilize the mean square error (MSE) as the metric for measuring accuracy. The MSE is calculated:

$$MSE = \frac{1}{M} \sum_{j=1}^{M} \frac{1}{N} \sum_{n=1}^{N} (y_{\text{real},n} - x_{n,j})^2,$$

(45)
where \( y_{real,n} \) is the real-world observation data and \( x_n \) is the filtered estimate. \( M \) is the number of trials.

### 6.1 Measurement Noise

We run 100 independent trials using UKF, EnKF and UPF with different measurement noise variances, \( R \), with noise \( \epsilon \) sampled from normal distributions \( \mathcal{N}(0, R) \) for standard deviation \( r = 0.1, 0.5, 1, 5, \) and 10. \( MSE \) calculated using (45) is given in Table 6.

**Table 6**: Comparison of \( MSE \) across UKF, EnKF and UPF under various measurement noise levels, \( R \), with noise \( \epsilon \) sampled from normal distributions \( \mathcal{N}(0, R) \) for \( r = 0.1, 0.5, 1, 5, \) and 10. A sample size of 200 was used for both EnKF and UPF. \( MSE \) is calculated over 100 trials.

<table>
<thead>
<tr>
<th>Measurement Noise</th>
<th>UKF</th>
<th>EnKF</th>
<th>UPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.028</td>
<td>0.012</td>
<td>0.0007</td>
</tr>
<tr>
<td>0.5</td>
<td>0.129</td>
<td>0.018</td>
<td>0.006</td>
</tr>
<tr>
<td>1</td>
<td>0.433</td>
<td>0.038</td>
<td>0.009</td>
</tr>
<tr>
<td>5</td>
<td>0.458</td>
<td>0.067</td>
<td>0.045</td>
</tr>
<tr>
<td>10</td>
<td>0.501</td>
<td>0.072</td>
<td>0.11</td>
</tr>
</tbody>
</table>

From Table 6, we can observe that UKF performs significantly worse than EnKF and UPF for all noise levels, especially as noise increases. This performance gap can be attributed to the Gaussian assumption underlying both UKF and EnKF. Moreover, UKF employs a deterministic approach using sigma points to approximate the state’s mean and variance through nonlinear dynamics, potentially underestimating uncertainty in high noise due to its fixed outcome predictions. Conversely, EnKF adopts a stochastic ensemble method, simulating multiple state instances to incorporate process and measurement noise directly, offering a probabilistic view of future states. This fundamental difference in handling uncertainty makes EnKF generally more adept at managing high noise environments by capturing a wider range of outcomes, compared to the deterministic sigma point method of the UKF.

At a low noise level \( r = 0.1 \), UPF outperforms EnKF substantially, more than 10 times better. For noise levels below 10, UPF outperforms EnKF; however, as noise levels increase to \( r = 10 \), UPF’s performance is worse that of EnKF, suggesting UPF’s sensitivity to higher noise. This is because, under high noise conditions, the particle weights in UPF can become highly uneven, leading to a situation where only a few particles dominate the representation of the posterior distribution. This results in a less effective sample from the true
posterior, impairing performance. To mitigate this issue, UPF requires a larger particle size to ensure a more diverse set of particles and prevent the concentration of weights on a few particles. Increasing the number of particles helps to better approximate the posterior distribution, maintaining the filter’s accuracy in noisy environments, which will be shown next in Section 6.2.

In essence, in low noise level cases, the reliance of UKF and EnKF on Gaussian assumptions introduces an information barrier that constrains their performance under non-Gaussian noise distributions, a limitation that is less pronounced in UPF due to its non-parametric nature. This information barrier arises because both UKF and EnKF are structured around the presumption of Gaussian errors, restricting their ability to accurately represent or adapt to the true complexity of non-Gaussian distribution. This analysis highlights the pivotal role of understanding model assumptions and the characteristics of noise in selecting the most suitable filtering method for precise state estimation.

Figure 11: The observation data and the filtered estimates from UKF, EnKF, and UPF under measurement noise $r = 1$.

Figure 11 presents observed and filtered temperature data over time with a measurement noise standard deviation of 1. It is evident that UPF most closely matches the observed data. In contrast, UKF displays significant fluctuations, reflecting instability likely due to its deterministic approach. The EnKF output is smoother, suggesting effective noise averaging from its ensemble method. However, EnKF’s estimates progressively fall below the observed temperatures as time progresses, which may signal a model bias that underestimates the true temperature increase, indicating that EnKF might rely too heavily on
Figure 12: Squared error of the filtered estimates from UKF, EnKF, and UPF against the observation data under measurement noise $r = 1$ calculated using (46).

the underlying model.

Figure 12 displays the squared errors for the three methods, which is calculated as below:

$$SE_n = \frac{1}{M} \sum_{j=1}^{M} (y_{real,n} - x_{n,j})^2. \quad (46)$$

UPF maintains a consistently low squared error, typically below 0.05 across all years, while EnKF’s error escalates notably post 1970. UKF’s squared error is markedly higher than the others, with pronounced spikes at several points, indicating its relative instability.

### 6.2 Sample Size

Figure 13 depicts a comparison of the MSE of EnKF and UPF, across a range of sample sizes 10, 20, 30, 50, 100, 200, 500, 1000, and 10000. The MSE is measured under three different measurement noise levels represented by $r = 0.5, 5, and 10$. Table 7 records the MSE of EnKF and UPF with sample size 10, 50, 100, 200, 500, and 1000 for $r = 0.5, 5, and 10$.

For all noise levels, EnKF outperforms UPF when the sample size is 10. However, as the sample size increases, UPF rapidly improves, exhibiting a logarithmic decline in MSE, ultimately outperforming EnKF for sample sizes of 500 and above. At a noise level of $r = 0.5$, both methods demonstrate improvement with increasing sample sizes, yet UPF attains
Table 7: Comparison of $MSE$ across UPF and EnKF with different sample size 10, 50, 100, 200, 500, and 1000 under various measurement noise levels, with $\epsilon$ sampled from normal distributions $\mathcal{N}(0, R)$ for $r = 0.5, 5, \text{ and } 10$. $MSE$ is calculated over 100 trials.

<table>
<thead>
<tr>
<th>Measurement Noise</th>
<th>0.5</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Size</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.0252</td>
<td>0.0297</td>
<td>0.088</td>
</tr>
<tr>
<td>50</td>
<td>0.0212</td>
<td>0.0090</td>
<td>0.069</td>
</tr>
<tr>
<td>100</td>
<td>0.0199</td>
<td>0.0070</td>
<td>0.068</td>
</tr>
<tr>
<td>200</td>
<td>0.0191</td>
<td>0.0056</td>
<td>0.067</td>
</tr>
<tr>
<td>500</td>
<td>0.0187</td>
<td>0.0053</td>
<td>0.067</td>
</tr>
<tr>
<td>1000</td>
<td>0.0185</td>
<td>0.0047</td>
<td>0.067</td>
</tr>
</tbody>
</table>

Figure 13: Comparison of $MSE$ across UPF and EnKF with different sample size 10, 20, 30, 50, 100, 200, 500, 1000, and 10000 under various measurement noise levels, with $\epsilon$ sampled from normal distributions $\mathcal{N}(0, R)$ for $r = 0.5, 5, \text{ and } 10$. $MSE$ is calculated over 100 trials. Note the x-axis is presented on a logarithmic scale.

a lower MSE than EnKF for sizes greater than 10. As the noise level increases to $r = 5$, the MSE for UPF initially starts much higher than EnKF but decreases more rapidly and eventually falls below the EnKF as the sample size passes 200. At the highest noise level of $r = 10$, the UPF begins with a significantly higher MSE compared to EnKF. However, similar to the $r = 5$ case, the MSE for UPF reduces sharply as the sample size grows, surpassing the performance of EnKF for sample sizes larger than 500.

These observations suggest that UPF outperforms EnKF as the sample size increases, highlighting UPF’s dependence on sample size especially in environments with substantial measurement noise. Conversely, EnKF performs better with smaller sample sizes across all noise levels, with its performance showing marginal improvement as sample sizes increase. This marginal improvement is also due to the information barrier, as EnKF’s Gaus-
sian assumptions limit the performance even when the sample size increases. More importantly, this characteristic underscores EnKF’s suitability for high-dimensional systems where large sample sizes are impractical due to computational constraints. EnKF is able to deliver stable and relatively accurate results with small ensemble sizes, typically twice the size of the state variables. Even for systems with thousands of states, the literature on EnKF suggests that an ensemble of size 50 to 100 is often adequate [76]. In contrast, as depicted in Figure 13, UPF necessitates a significantly larger sample size to attain a similar level of accuracy.

6.3 Variability

We run 100 trials and calculated the standard deviation of the errors for all 3 methods. The standard deviation of the error is calculated as below. First, the mean of the error at each timestep \( n \) is calculated as:

\[
\mu_{\text{error}, n} = \frac{1}{M} \sum_{j=1}^{M} (|y_{\text{real},n} - x_{n,j}|) = \frac{1}{M} \sum_{j=1}^{M} e_{n,j}, \tag{47}
\]

where \( x_{n,j} \) is the filtered estimate and \( e_{n,j} = |y_{\text{real},n} - x_{n,j}| \) is the error for the \( j \)th trial at the \( n \)th timestep, and \( M \) is the total number of trials.

Then, the standard deviation of the error at each timestep \( n \), \( \sigma_{\text{error}, n} \), is calculated using the formula:

\[
\sigma_{\text{error}, n} = \sqrt{\frac{1}{M} \sum_{j=1}^{M} (e_{n,j} - \mu_{\text{error}, n})^2}. \tag{48}
\]

\( \sigma_{\text{error}, n} \) thus represents the variability of the error at the \( n \)th timestep across all \( M \) trials. The overall standard deviation of error is given by

\[
\sigma_{\text{error}} = \frac{1}{N} \sum_{i=1}^{N} \sigma_{\text{error}, n}. \tag{49}
\]

In Table 8, we calculate \( \sigma_{\text{error}} \) for UKF, EnKF and UPF under various measurement noise levels, \( r = 0.1, 0.5, 1, 5, \) and 10, over 100 trials. A sample size of 200 was used for both EnKF and UPF. As seen in Table 8, \( \sigma_{\text{error}} \) increases for all three methods as measurement noise escalates. Notably, the \( \sigma_{\text{error}} \) for UPF surges significantly, whereas the increases for UKF and EnKF are less pronounced after measurement noise reaches \( r = 5 \). This shows that UPF is more sensitive to the increase of measurement, as we discussed in previous section.
Table 8: Comparison of $\sigma_{\text{error}}$ across UKF, EnKF and UPF under various measurement noise levels, $R$, with $\epsilon$ sampled from normal distributions $\mathcal{N}(0,R)$ for $r = 0.1, 0.5, 1, 5,$ and $10$. A sample size of 200 was used for both EnKF and UPF. $\sigma_{\text{error}}$ is calculated over 100 trials.

<table>
<thead>
<tr>
<th>Measurement Noise</th>
<th>UKF</th>
<th>EnKF</th>
<th>UPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.01</td>
<td>0.009</td>
<td>0.008</td>
</tr>
<tr>
<td>0.5</td>
<td>0.28</td>
<td>0.015</td>
<td>0.031</td>
</tr>
<tr>
<td>1</td>
<td>0.42</td>
<td>0.014</td>
<td>0.058</td>
</tr>
<tr>
<td>5</td>
<td>0.66</td>
<td>0.027</td>
<td>0.170</td>
</tr>
<tr>
<td>10</td>
<td>0.63</td>
<td>0.028</td>
<td>0.250</td>
</tr>
</tbody>
</table>

Figure 14: The mean and the confidence intervals (2 standard deviations) of filtered estimates from UKF, EnKF, and UPF under measurement noise $r = 0.1$ over 100 trials.

We also plots the mean of the trials and the confidence intervals (CI) of 2 standard deviations for $r = 0.1, 1,$ and $10$ in Figure 14, 15, and 16, respectively. From Table 8, Figures 14, 15, and 16, it is evident that the UKF’s estimates have the largest $\sigma_{\text{error}}$ and confidence intervals, as indicated by the shaded green area. These intervals suggest a high level of variability in the estimates. The larger $\sigma_{\text{error}}$ implies that the UKF is accommodating a greater range of possible variations in the data. From Figures 15 and 16, we also observe that the CI of UKF increases over time, indicating growing variability as time passes. This growing variability could be due to the propagation of sigma points through the nonlinearities in the system. As the sigma points move through these nonlinear transformations at each time step, small errors can accumulate and amplify, leading to a wider prediction
Figure 15: The mean and the confidence intervals (2 standard deviations) of filtered estimates from UKF, EnKF, and UPF under measurement noise $r = 1$ over 100 trials.

Figure 16: The mean and the confidence intervals (2 standard deviations) of filtered estimates from UKF, EnKF, and UPF under measurement noise $r = 10$ over 100 trials. To accommodate the large measurement noise, we increased the process noise standard deviation in the EnKF by a factor of 10, while it remained unchanged in the UKF and UPF.

spread with each forecast step.

When the measurement noise level is $r = 0.1$, the $\sigma_{\text{error}}$ for both the EnKF and UPF are roughly equivalent. As the measurement noise increases, it becomes apparent that the EnKF’s estimates have the smallest confidence intervals, represented by the shaded
blue area, signifying a lower level of variability in the predictions. This reduced standard deviation suggests that the EnKF might be averaging across multiple ensemble members, which typically decreases the variance of the predicted mean. The confidence intervals for the UPF, shown by the shaded red area, are intermediate in size between those of the UKF and EnKF, indicating that the spread of UPF’s predictions is less than UKF’s but greater than EnKF’s.

To accommodate the large measurement noise when \( r = 10 \), we increased the process noise standard deviation for EnKF by a factor of 10, while it remained unchanged in the UKF and UPF. In Figure 16, after 2010, UKF’s CI is not covering the observed data, which shows that the prediction range of UKF is too narrow, failing to account for the full range of variability that actually exists in the observed data. UPF’s CI encompassing the observation data suggests that the spread of filter’s prediction are more representative of the true variability seen in the observed data at that specific time. It indicates that UPF is accounting for the possible states that the system could be in, given the measurement noise.

A CI that captures the observed data points is generally indicative of good filter performance because it means the filter accounts for the true data within its uncertainty bounds. However, it’s important to consider both the central tendency (mean prediction) and the variability (CI), since a filter, such as UKF, might have a wider CI that always includes the observed data but whose mean predictions are consistently off-target. For practical applications, such as policy decisions in response to climate change, having a CI that includes the observed data is beneficial as it shows that the filter takes into account the range of possible scenarios that might occur. This is particularly crucial when dealing with non-Gaussian distributions, where it is important to cover the tails of the distribution representing rare events. In the context of climate change, these rare events could be extreme weather conditions, which are vital to consider for accurate and comprehensive risk assessment and planning.

7 Experiments for Two-dimensional Model

Table 9 presents the filter configurations for the two-dimensional model. We set \( \kappa, \alpha, \) and \( \beta \) the same value as in one-dimensional case. The rationale for choosing \( q = (0.05, 0.3) \) is explained in Section 5.1. The total number of time steps is 141, corresponding to the length of the sea level data. In our experiments, we use the normalized mean square error (NMSE) as the accuracy metric to accommodate the varying scales of different variables.
Table 9: Setup of the filters for the two-dimensional model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.6</td>
<td>Scaling parameter</td>
</tr>
<tr>
<td>$\beta$</td>
<td>2</td>
<td>Scaling parameter</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0</td>
<td>Scaling parameter</td>
</tr>
<tr>
<td>$q$</td>
<td>(0.05, 0.3)</td>
<td>Process noise standard deviation</td>
</tr>
<tr>
<td>$N$</td>
<td>141</td>
<td>Total number of time steps</td>
</tr>
<tr>
<td>$M$</td>
<td>100</td>
<td>Total number of trials</td>
</tr>
</tbody>
</table>

The NMSE is calculated:

$$NMSE = \frac{1}{M} \sum_{j=1}^{M} \frac{1}{N} \sum_{n=1}^{N} \left( \frac{y_{\text{real},n} - x_{n,j}}{\max(|y|)} \right)^2,$$

(50)

where $y_{\text{real},n}$ is the observation data and $x_{n}$ is the filtered estimate. $M$ is the number of trials. $\max(|y|)$ is the maximum absolute value of the data.

7.1 Sample Size

Table 10: Comparison of $NMSE$ of EnKF and UPF estimates with different sample size 10, 50, 100, 200, 500, and 1000 with $\epsilon$ sampled from normal distributions $N(0, R)$ for $r = 0.1$. $NMSE$ is calculated over 100 trials. We use both variables as the observed variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Temperature Anomaly</th>
<th>Sea Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Size</td>
<td>EnKF</td>
<td>UPF</td>
</tr>
<tr>
<td>10</td>
<td>0.018</td>
<td>0.0094</td>
</tr>
<tr>
<td>50</td>
<td>0.016</td>
<td>0.0063</td>
</tr>
<tr>
<td>100</td>
<td>0.015</td>
<td>0.0060</td>
</tr>
<tr>
<td>500</td>
<td>0.015</td>
<td>0.0053</td>
</tr>
<tr>
<td>1000</td>
<td>0.015</td>
<td>0.0046</td>
</tr>
</tbody>
</table>

Table 10 and Table 11 compare the NMSE across two filtering methods, the EnKF and UPF, for different sample sizes when measurement noise $r = 0.1$. Notably, when both temperature anomaly and sea level are observed variables, UPF consistently outperforms EnKF across all sample sizes tested. The improvement in performance of UPF is especially noticeable in scenarios with larger sample sizes, indicating better scalability. UPF’s non-parametric nature allows it to better capture the complexities and nuances of the data.
Table 11: Comparison of $NMSE$ of temperature anomaly estimates of EnKF and UPF with different sample size 10, 50, 100, 200, 500, and 1000 with $\epsilon$ sampled from normal distributions $\mathcal{N}(0, R)$ for $r = 0.1$. $NMSE$ is calculated over 100 trials. We use temperature anomaly as the hidden variable and the sea level as the observed variable.

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>EnKF</th>
<th>UPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.042</td>
<td>0.22</td>
</tr>
<tr>
<td>50</td>
<td>0.037</td>
<td>0.082</td>
</tr>
<tr>
<td>100</td>
<td>0.035</td>
<td>0.044</td>
</tr>
<tr>
<td>500</td>
<td>0.035</td>
<td>0.033</td>
</tr>
<tr>
<td>1000</td>
<td>0.035</td>
<td>0.030</td>
</tr>
</tbody>
</table>

especially when more data points are available, thus leading to more accurate state estimates.

In scenarios where temperature anomaly is the sole observed variable, both methods perform worse than when both temperature anomaly and sea level are observed. Similar to the one-dimensional case, EnKF achieves a low NMSE with small sample sizes, such as 10 and 50, and the NMSE remains stable after sample sizes exceed 100. This indicates that EnKF is well-suited for high-dimensional systems where large sample sizes are impractical due to computational constraints. The UPF shows better performance than EnKF as the sample size increases to 500, and 1000 samples, demonstrating lower NMSE values in larger datasets. This trend highlights the robustness of UPF in handling non-Gaussian, non-linear systems when provided with more extensive data sets.

7.2 Observed and Hidden Variables

We test the performance of the UPF with different observed variables under a measurement noise of $r = 1$ and a particle size of 200 across 100 trials. Figure 17 displays the results when temperature anomaly is the observed variable and sea level is the hidden variable. Conversely, Figure 18 shows the outcomes when sea level is the observed variable and temperature anomaly is the hidden variable.

Figure 19 plots the normalized squared error (NSE) of the filtered estimates from UPF against the observation data, calculated as below:

$$NSEE_n = \frac{1}{M} \sum_{j=1}^{M} \left( \frac{y_{real,n} - x_{n,j}}{\max(|y|)} \right)^2.$$  \hspace{1cm} (51)

The left panel of Figure 19 presents the NSE for temperature anomaly as the hidden
Figure 17: Left: The temperature anomaly data and the estimated temperature anomaly using UPF. Right: The sea level data and the estimated sea level using UPF. The temperature anomaly is the observed variable and the sea level is the hidden variable. Measurement noise $r = 1$, with a particle size of 200.

Figure 18: Left: The sea level data and the estimated sea level using UPF. Right: The temperature anomaly data and the estimated temperature anomaly using UPF. The sea level is the observed variable and the temperature anomaly is the hidden variable. Measurement noise $r = 1$, with a particle size of 200.
Figure 19: NSE of the filtered estimates from UPF against the observation data under measurement noise $r = 1$ with a particle size of 200 calculated using (51). Left: The NSE of temperature anomaly, when temperature anomaly is the hidden variable and sea level is the observed variable, and the NSE of sea level when sea level is the hidden variable and temperature anomaly is the observed variable. Right: The NSE of sea level when sea level is the observed variable and temperature anomaly is the hidden variable, and the NSE of temperature anomaly, when temperature anomaly is the observed variable and sea level is the hidden variable.

The right panel of Figure 19 illustrates the NSE for sea level as the observed variable and temperature anomaly as the observed variable. The NMSE for temperature anomaly is 0.051, and for sea level, it is 0.00018. The NSE for sea level is extremely low at all times, not exceeding 0.01, while the NSE for temperature anomaly reaches values over 0.3.

These results indicate that the performance of the filter is superior when sea level is the observed variable, evidenced by lower NMSE and maximum NSE values. The better performance is likely due to the relatively small scale of the measurement error compared to the scale of sea level data, as opposed to the temperature anomaly data. It suggests that the performance of the filter heavily depends on the accuracy with which we can quantify measurement errors. In our experiments, the same measurement error was used for both variables; however, in real-world applications, the scale of error can vary significantly between different types of measurement data.
8 Conclusion

8.1 Summary

In this study, we proposed a Bayesian framework leveraging the UKF, EnKF, and UPF to address the complexities of non-Gaussian systems in climate modeling. Our evaluation, conducted under various conditions including different measurement noise levels, sample sizes, and observed and hidden variables, provided a thorough analysis of the advantages and limitations of each method. Our findings indicate that in low noise levels and large sample size scenarios, the reliance of UKF and EnKF on Gaussian assumptions introduces an information barrier that constrains their performance under non-Gaussian noise distributions. EnKF is particularly suitable for high-dimensional systems where large sample sizes are impractical due to computational constraints. It delivers stable and relatively accurate results with small ensemble sizes, typically twice the size of the state variables. In contrast, UPF requires a significantly larger sample size to achieve similar accuracy, yet it demonstrates better performance with increasing data. Additionally, UKF’s confidence interval often fails to cover the observed data, indicating a prediction range too narrow to account for the true variability. Conversely, UPF’s confidence interval encompasses the observed data, showing that its predictions are more representative of the actual variability, even with significant measurement noise. Experiments on different observed and hidden variables suggest that the performance of the filter heavily depends on the accuracy with which measurement errors are quantified. In summary, selecting the appropriate methods and models is crucial for accurate and reliable predictions in data assimilation. Through our study, we aim to provide comprehensive insights for applying these data assimilation techniques in real-world scenarios, highlighting their strengths and limitations to guide practitioners in making informed decisions.

8.2 Limitation and Future Work

While the models demonstrated promising results, their performance heavily relies on the accuracy with which we can quantify measurement errors. As evidenced in Section 7.2, the scale of error varies significantly between temperature and sea level measurements, directly influencing the effectiveness of the models with different observed variables. In future work, we plan to incorporate diverse data sources to enhance the estimation of measurement errors. Additionally, the practical challenges of high-dimensional systems in climate modeling cannot be overlooked. Many models in climate science operate within
extremely high-dimensional spaces, where the particle filter framework, despite its advantages, faces substantial computational hurdles. As shown in Section 7, although UPF outperformed other methods, the computational cost required to maintain this performance is prohibitive.

Moving forward, we will explore techniques to reduce computational demands while retaining the robustness of the models. This includes dimensionality reduction strategies such as Principal Component Analysis (PCA) and more efficient algorithmic implementations. Additionally, we plan to investigate Topological Data Analysis (TDA) to capture the underlying topological features of the climate data, such as identifying persistent patterns and structures that might not be evident through traditional statistical methods, as well as new non-parametric statistics, including Quantile Regression Forests (QRF) and non-parametric panel data models.

Moreover, we aim to leverage parametrization and machine learning techniques to enhance scalability and effectiveness in complex systems. This will involve using Recurrent Neural Networks (RNN) and Long Short-Term Memory Networks (LSTM), either independently or in combination with parametrization methods. These efforts are critical for scaling our approaches to more complex systems and ensuring their practical applicability in real-world climate science scenarios.
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