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1. Let V,W be finite-dimensional complex inner product spaces.

(a) Let φ : V → V be a self-adjoint linear operator. We say φ : V → V is positive semidefinite
if 〈φ(x), x〉 ∈ R≥0 for all x ∈ V . Show that φ is positive semidefinite if and only if all of the
eigenvalues of φ are in R≥0.

(b) Now let φ : V →W be linear. Show that φ∗φ and φφ∗ are (self-adjoint and) positive semidefi-
nite.

(c) Continuing (b), show that rk(φ∗φ) = rk(φφ∗) = rk(φ). [Hint: show that kerφ∗φ = kerφ.]

(d) Finally, show that φ : V → W admits a singular value decomposition as follows: there exist
orthonormal bases β = {v1, . . . , vn} for V and γ = {w1, . . . , wm} for W , and real numbers

σ1 ≥ σ2 ≥ · · · ≥ σr > 0

such that

φ(vi) =

{
σiwi, if 1 ≤ i ≤ r;
0, if i > r

Hint. Let λ1 ≥ · · · ≥ λr > 0 be the nonzero eigenvalues of φ∗φ corresponding to an orthonor-
mal basis β = {v1, . . . , vn}; let σi =

√
λi ≥ 0 and wi = σ−1i φ(vi) for i = 1, . . . , r. Check that

wi are orthonormal, and extend to an orthonormal basis.

2. Let V = k[x] be the k-vector space of polynomials in x. Exhibit an explicit isomorphism

V ⊗k V ' k[x1, x2]

to the k-vector space of polynomials in two variables.

3. Let V,W be k-vector spaces. Show that if v1, . . . , vn ∈ V are linearly independent and w1, . . . , wn ∈
W , and

v1 ⊗ w1 + · · ·+ vn ⊗ wn = 0

then w1 = · · · = wn = 0. In fact, prove this two ways:

(a) First, brutally argue with bases (extending to a basis for V and choosing a basis for W ).

(b) Second, for each g ∈ W∨, consider the map V ×W → V by (v, w) 7→ vg(w), and apply the
universal property.

Conclude that if v ∈ V and w ∈W has v ⊗ w = 0, then either v = 0 or w = 0.

4. In this question, we will try answer the question: what is the probability that a tensor is a simple
tensor? Let V and W be k-vector spaces with dimensions n and m.

We first consider the case where F is a finite field with #F = q.

(a) Show that the number of distinct nonzero simple tensors in V ⊗F W is (qn−1)(qm−1)/(q−1).
Conclude that the probability that an element of V ⊗W is a simple tensor is 1 if m = 1 or
n = 1, and otherwise is approximately 1/q(n−1)(m−1) → 0 as q →∞.

Now we consider the situation over R. Let m,n ≥ 2.

(b) Let k be any field. Give a proof for (or recall) the fact that a matrix A ∈ Mm,n(k) has rank r
(with r ≤ m and r ≤ n) if and only if there exists a nonvanishing r × r-minor (a determinant
of a submatrix of A taking r distinct rows and r distinct columns) and all minors of size > r
are zero. Hint. Consider linear independence of columns or rows.



(c) Show that in the isomorphism Rn ⊗ Rm ' Mm,n(R), the image of the set of simple tensors
corresponds to the fiber over zero under the map

Mm,n(R)→ R(n2)(
m
2 )

(aij)i,j 7→ (aijai′j′ − aij′ai′j)i,j,i′,j′
sending a matrix to the tuple of all of its 2 × 2 minors. Give a plausible reason or a rigorous
argument (if you know some analysis) that this fiber has Lebesgue measure zero, so “a random
tensor in Rn ⊗ Rm is a simple tensor with probability zero”.

5. Let V be a real inner product space with dimV = n. Let

S = {x ∈ V : ‖x‖2 = 1}
be the (n−1)-dimensional unit sphere in V . Let φ : V → V be a self-adjoint linear map (i.e., φ = φ∗).
In this exercise, we give a self-contained “physical” or “geometric” proof of Cauchy’s theorem that φ
has an orthonormal basis of eigenvectors: we find an eigenvector by maximizing on the sphere!

(a) Suppose that x, y ∈ S have 〈x, y〉 = 0. Show that cos(t)x+ sin(t)y lies on S for all t ∈ R.

(b) By vector calculus, the function x 7→ 〈x, φ(x)〉 achieves a maximum at some point p ∈ S:
briefly explain why. Let y ∈ S satisfy 〈p, y〉 = 0. Consider the function

f(t) = 〈cos(t)p+ sin(t)y, φ(cos(t)p+ sin(t)y)〉.
Show that 〈p, φ(y)〉 = 0.

(c) LetW = span({p}) ⊂ V . Show thatW⊥ is φ-invariant and then conclude thatW is φ-invariant.
Conclude that p is an eigenvector!

(d) Show by induction that V has an orthonormal basis of vectors that are eigenvectors for φ.


