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Abstract
Let \( \varphi_1(n) = \varphi(n) \) where \( \varphi \) is Euler’s function, let \( \varphi_2(n) = \varphi(\varphi(n)) \), etc. We prove several theorems about the normal order of \( \varphi_k(n) \) and state some open problems. In particular, we show that the normal order of \( \varphi_k(n)/\varphi_{k+1}(n) \) is \( ke^{\gamma \log \log \log n} \) where \( \gamma \) is Euler’s constant. We also show that there is some positive constant \( c \) such that for all \( n \), but for a set of asymptotic density 0, there is some \( k \) with \( \varphi_k(n) \) divisible by every prime up to \( (\log n)^c \). With \( k(n) \) the first subscript \( k \) with \( \varphi_k(n) = 1 \), we show, conditional on a certain form of the Elliott-Halberstam conjecture, that there is some positive constant \( \alpha \) such that \( k(n) \) has normal order \( \alpha \log n \). Let \( s(n) = \sigma(n) - n \) where \( \sigma \) is the sum of the divisors function, let \( s_2(n) = s(s(n)) \), etc. We prove that \( s_2(n)/s(n) = s(n)/n + o(1) \) on a set of asymptotic density 1 and conjecture the same is true for \( s_{k+1}(n)/s_k(n) \) for any fixed \( k \).

§1. Introduction
Let \( \varphi(n) = \varphi_1(n) \) denote Euler’s phi-function and if \( \varphi_{k-1}(n) \) has already been defined, let \( \varphi_k(n) = \varphi(\varphi_{k-1}(n)) \). If \( n > 1 \), then \( n \geq \varphi(n) \). Thus the sequence \( n, \varphi_1(n), \varphi_2(n), \ldots \) is strictly decreasing until it reaches 1 when it becomes constant. Let \( k(n) = k \) be the least number such that \( \varphi_k(n) = 1 \). Further, let \( k(1) = 1 \).
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Note that if \( n = 2^j \), then \( k(n) = j = (\log n)/\log 2 \). Also if \( n = 2 \cdot 3^j \), then \( k(n) = j + 1 = [(\log n)/\log 3] \) where \( [x] \) denotes the least integer \( \geq x \). It turns out that these two examples essentially demonstrate the extreme behavior of \( k(n) \), for as Pillai [14] showed in 1929,

\[
[(\log n)/\log 3] \leq k(n) \leq [(\log n)/\log 2]
\]  

(1.1)

for all \( n \). Further, by considering numbers \( n \) of the form \( 2^a 3^b \) it is easy to see that the set of numbers of the form \( k(n)/\log n \) is dense in \([1/\log 3, 1/\log 2]\). What is still in doubt about \( k(n) \) is its average and normal behavior. We conjecture that there is some constant \( \alpha \) such that \( k(n) \sim \alpha \log n \) on a set of asymptotic density \( 1 \). If this is true, then (1.1) immediately would imply that

\[
\frac{1}{x} \sum_{n \leq x} k(n) \sim \alpha \log x.
\]

The function \( k(n) \) possesses more algebraic structure than is immediately apparent from its definition. Shapiro [16] has shown that the function

\[ g(n) := k(n) - 1 \]

is additive and in fact satisfies the stronger relation

\[ g(mn) = g(m) + g(n) + \epsilon_{(m,n)} \]

for all natural numbers \( m, n \) where \( \epsilon_{(m,n)} \) is 0 unless \( (m, n) \) is even in which case \( \epsilon_{(m,n)} = 1 \).

Let \( F(n) \) denote the number of even terms of the sequence

\[ n, \varphi(n), \varphi_2(n), \cdots. \]

Then \( F(n) = k(n) \) for \( n \) even and \( F(n) = k(n) - 1 \) for \( n \) odd. It is not hard to show (we leave this for the reader) that the function \( F(n) \) is completely additive; that is, \( F(mn) = F(m) + F(n) \) for all natural numbers \( m, n \). Note that \( F(2) = 1 \) and for \( p \) an odd prime, \( F(p) = F(p-1) \). So in fact, we have an alternative definition of \( F \) that does not have anything to do with iterating the phi-function. Namely, \( F \) is the completely additive function which is defined inductively on the primes as follows:

\[
F(p) = \begin{cases} 
1, & \text{if } p = 2 \\
F(p - 1), & \text{if } p > 2.
\end{cases}
\]

Thus our conjectures on the normal and average orders of \( k(n) \) can be equivalently put in terms of the normal and average orders of the function \( F(n) \). Using this translation of the problem, we are able to prove
these conjectures conditionally on a certain form of the Elliott-Halberstam conjecture. This conjecture states that for any $A$,

$$\sum_{k \leq Q} \max_{x' \leq x} \left| \frac{\pi(x'; k, a) - \pi(x')}{\varphi(k)} \right| \ll_A \frac{x}{\log^A x},$$  \hspace{1cm} (1.2)$$

where $\pi(x; k, a)$ denotes the number of primes $p \leq x$ with $p \equiv a \pmod{k}$, where $\pi(x)$ is the number of primes $p \leq x$, and where $Q$ is some function of the form $x^{1-c(1)}$. This conjecture for $Q = x/\log^B x$, which was the original conjecture of Elliott and Halberstam, was recently disproved in [4], while in [5] the conjecture is disproved for $Q = x/\exp\{c(\log \log x)^B/\log \log \log x\}$ for some positive constant $c$. But presumably, if $Q = x^{1-c(x)}$ and $c(x)$ tends to 0 slowly enough, then (1.2) holds. In section 2 below, we show that $F(n)$ (and thus $k(n)$) possesses normal and average order $\alpha \log n$ provided (1.2) holds for $Q = x^{1-c(x)}$ with $c(x) = (\log \log x)^{-2}$. Further we can weaken (1.2) by deleting the double max (letting $x' = x$ and $a = 1$), by restricting $k$ to integers with at most two prime factors, and taking $A = 2$.

Short of proving our conjecture on the normal order of $k(n)$ unconditionally, there are still many interesting questions about the normal behavior of the functions $\varphi_k(n)$. In 1928, Schoenberg [15] showed that $n/\varphi(n)$ has a distribution function. That is, $D_\varphi(u)$, defined as the asymptotic density of the set of $n$ with $n/\varphi(n) \leq u$, exists for every $u$. In addition, $D_\varphi(u)$ is continuous and strictly increasing on $[1, \infty)$, with asymptotic limit 1.

It turns out that the situation for the higher iterates of $\varphi$ is much simpler. We show below that the normal order of $\varphi_k(n)/\varphi_{k+1}(n)$ is

$$k e^\gamma \log \log \log n,$$

where $\gamma$ is Euler's constant, for each fixed $k \geq 1$. In fact, this result continues to hold true if $k$ is allowed to tend to infinity at a modest rate. (For fixed $k$, this result was stated without proof in [7].)

As a corollary, we have that the set

$$\{n : n/\varphi_{k+1}(n) \leq uk e^{k\gamma}(\log \log n)^k\}$$

has asymptotic density $D_\varphi(u)$ for every integer $k \geq 0$ and for every real number $u$.

It is well known that the maximal order of $n/\varphi(n)$ is $e^\gamma \log \log n$ but that very few integers $n$ have $n/\varphi(n)$ this order of magnitude. We show below the existence of a positive constant $c$ such that

$$\max_k \varphi_k(n)/\varphi_{k+1}(n) > c \log \log n$$
holds for a set of $n$ of asymptotic density 1. In fact a stronger result is true. We show the existence of a positive constant $c'$ such that the set of $n$ for which there is a $k$ with $\varphi_k(n)$ divisible by every prime up to $(\log n)^{c'}$ has asymptotic density 1.

The following two conjectures are perhaps tractable, but so far have resisted our efforts. We define

$$\Phi(n) = n \prod_{k \geq 1} \varphi_k(n).$$

**Conjecture 1.** For each prime $p$, let $N(x, p)$ denote the number of $n \leq x$ with $p | \Phi(n)$. Then for every $\epsilon > 0$, $N(x, p) = o(x)$ uniformly in the region $p > (\log x)^{1+\epsilon}$ and $N(x, p) \sim x$ uniformly in the region $p < (\log x)^{1-\epsilon}$.

**Conjecture 2.** For each $\epsilon > 0$, the upper asymptotic density of the set of $n$ with the property that the largest prime factor of $\varphi_k(n)$ exceeds $n^\epsilon$ tends to 0 as $k \to \infty$.

Concerning Conjecture 1, we show below that for every $n$, the number of distinct prime factors of $\Phi(n)$ is at most $[(\log n)/\log 2]$. Thus for each $\epsilon > 0$ and all $x \geq x_0(\epsilon)$, there is no $n \leq x$ with $\Phi(n)$ divisible by every prime $p \leq (\log x)^{1+\epsilon}$. However, we not only cannot prove the first assertion in Conjecture 1 for every $\epsilon > 0$, we cannot prove it for any specific choice of $\epsilon$, even for very large choices. From our theorem mentioned above on $\varphi_k(n)$ being divisible by every prime up to $(\log n)^{c'}$, it follows that if $0 < c < c'$, then $N(x, p) \sim x$ uniformly for $p < (\log x)^c$. The second assertion in Conjecture 1 has both stronger and weaker versions that may be worth stating. The stronger version is that for each $\epsilon > 0$, there is a set $S_\epsilon(x)$ of integers $n \leq x$ of cardinality $o_\epsilon(x)$ such that if $n \leq x$, $n \notin S_\epsilon(x)$, then $\Phi(n)$ is divisible by every prime $p \leq (\log x)^{1-\epsilon}$. From the above mentioned theorem, this is true for all $\epsilon < 1 - c'$. The weaker version is that

$$\sum_{p < \log n \atop p \mid \Phi(n)} 1/p = o(1)$$

on a set of $n$ of asymptotic density 1. Perhaps this is tractable. Note that from the above comments, we have

$$\sum_{p > \log n \atop p \mid \Phi(n)} 1/p \to 0 \quad \text{as} \quad n \to \infty.$$

By using sieve methods, we can prove Conjecture 2 for $\epsilon > 2/3$. We do not give the proof here.
The sum of the divisors function $\sigma(n)$ resembles in many ways Euler's function $\varphi(n)$. Yet it seems very difficult to prove anything non-trivial about the sequence of $k$-fold iterates $\sigma_k(n)$. For example, consider the following statements:

(i) for every $n > 1$, $\sigma_{k+1}(n)/\sigma_k(n) \rightarrow 1$ as $k \rightarrow \infty$;
(ii) for every $n > 1$, $\sigma_{k+1}(n)/\sigma_k(n) \rightarrow \infty$ as $k \rightarrow \infty$;
(iii) for every $n > 1$, $\sigma_k(n)^{1/k} \rightarrow \infty$ as $k \rightarrow \infty$;
(iv) for every $n > 1$, there is some $k$ with $n | \sigma_k(n)$;
(v) for every $n$, $m > 1$, there is some $k$ with $m | \sigma_k(n)$;
(vi) for every $n$, $m > 1$, there are some $k$, $\ell$, with $\sigma_k(m) = \sigma_\ell(n)$.

We can neither prove nor disprove any of these statements.

Let $s(n) = \sigma(n) - n$ and let $s_k(n)$ be the $k$-fold iterate of $s$ at $n$. In [8], the first author stated the following: For each $\epsilon > 0$ and $k$, the set of $n$ with

$$\left| \frac{s(n)}{n} - \frac{s_{j+1}(n)}{s_j(n)} \right| < \epsilon \quad \text{for} \quad j = 1, 2, \ldots, k$$

has asymptotic density $1$. This result is “half proved” in [8]. Namely, it is shown that the set of $n$ with

$$\frac{s_{j+1}(n)}{s_j(n)} > \frac{s(n)}{n} - \epsilon \quad \text{for} \quad j = 1, 2, \ldots, k$$

has asymptotic density $1$. The other half of the statement is claimed, but no argument is given. The first author now wishes to retract this claim and state the following as an open problem.

Conjecture 3. For each $\epsilon > 0$ and $k$, the set of $n$ with

$$\frac{s_{j+1}(n)}{s_j(n)} < \frac{s(n)}{n} + \epsilon \quad \text{for} \quad j = 1, \ldots, k$$

has asymptotic density $1$.

In section 5 we give a proof of Conjecture 3 in the case $k = 1$. We also show that the full Conjecture 3 would be implied by the following conjecture.

Conjecture 4. If $\mathcal{A}$ is a set of natural numbers of positive upper density, then $s(\mathcal{A}) = \{s(n) : n \in \mathcal{A}\}$ also has positive upper density.

Note that it is possible for $s(\mathcal{A})$ to have positive density when $\mathcal{A}$ has density $0$. For example, if $p \neq q$ are primes, then $s(pq) = p + q + 1$. 

While the set of integers of the form \( pq \) has asymptotic density 0, the set of integers of the form \( p + q + 1 \) with \( p, q \) distinct primes has asymptotic density 1/2. This follows from work on the “exceptional set” in Goldbach’s conjecture. In fact, a more complicated version of this idea gives that the set of \( s_k(pq) \) has lower asymptotic density at least 1/2 for any fixed \( k \). We show this in section 5.

Suppose for every \( K \) there is a number \( C_K \) such that for any \( m \) there are at most \( C_K \) numbers \( n \leq Km \) with \( s(n) = m \). We are not sure whether we believe this hypothesis and in fact it may be possible to disprove it. We note though that it implies Conjecture 4.

In some sense, the paper [8] was motivated by a problem of H. W. Lenstra, Jr. [12] to show that for each \( k \), there is an \( n \) with

\[
n < s(n) < s_2(n) < \cdots < s_k(n).
\]

Let \( \alpha \) be the asymptotic density of the set of \( n \) with \( n < s(n) \). Then \( \alpha > 0 \) and the correct half of [8] shows that for each \( k \), (1.2) holds for a set of \( n \) of asymptotic density. That is, if the first inequality in (1.2) holds, then almost certainly all of the inequalities in (1.2) hold. Thus [8] provides a very strong solution to Lenstra’s problem. The third author wishes to acknowledge a conversation with Lenstra in which the difficulty in the proof of the other half of [8] was discovered.

In [9], the first and third authors prove a theorem on the normal number of prime factors of \( \varphi(n) \). Abdelhakim Smati has pointed out to us an error in the proof of Lemma 2.2 in this paper and another minor error. We correct these errors below in the last section.

Throughout the paper the letters \( p, q, r \) will always denote primes.

\section{The average and normal order of \( F(n) \)}

Most of the results in this section are conditional on certain suitably strong versions of the Elliott-Halberstam conjecture. Before we state our results we define a few terms.

**Definition.** We say a positive, continuous function \( \epsilon(x) \) defined on \((1, \infty)\) is acceptable if

(i) \( \epsilon(x) \log x \) is eventually increasing and \( \to \infty \) as \( x \to \infty \);

(ii) for some \( \delta > 0 \), \( \epsilon(x)(\log \log x)^{1+\delta} \) is eventually decreasing.

Some examples of acceptable functions are

\[
\epsilon(x) = (\log \log 3x)^{-2},
\]

\[
\epsilon(x) = (\log x)^{-1/2},
\]

\[
\epsilon(x) = \exp \left( (\log \log 3x)^{1/2} \right) / \log x.
\]
ITERATES OF ARITHMETIC FUNCTIONS

Consider the two statements:

\[
\sum_{p \leq \pi^{-1}(x)} \left| \frac{\pi(x; p, 1) - \pi(x)}{p - 1} \right| \ll \epsilon(x) \pi(x),
\]  

\[
\sum_{m \leq \pi^{-1}(x), \Omega(m) \leq 2} \left| \frac{\pi(x; m, 1) - \pi(x)}{\varphi(m)} \right| \ll \epsilon(x) \pi(x).
\]  

(A\epsilon)  

(B\epsilon)

Here the function \( \Omega(m) \) counts the total number of prime factors of \( m \) with multiplicity, so that the statement \( B\epsilon \) implies the statement \( A\epsilon \).

We now state the principal results of this section. Please note that if \( \epsilon(x) \) is an acceptable function, then \( \epsilon(x) \log \log x = o(1) \).

**Theorem 2.1.** If \( A\epsilon \) holds for some acceptable function \( \epsilon(x) \), then there is some positive constant \( \alpha \) such that

\[
\frac{1}{x} \sum_{n \leq x} F(n) = \alpha \log x + O(\epsilon(x) \log x \log \log x).
\]  

(2.1)

**Theorem 2.2.** If \( B\epsilon \) holds for some acceptable function \( \epsilon(x) \) and if \( \alpha \) is the constant of Theorem 2.1, then

\[
\frac{1}{x} \sum_{n \leq x} (F(n) - \alpha \log n)^2 \ll \epsilon(x) \log^2 x \log \log x.
\]

In particular, \( F(n) \) has normal order \( \alpha \log n \).

**Corollary 2.3.** If \( \epsilon(x) \) is an acceptable function of the form \( (\log x)^{-1+o(1)} \) and if \( B\epsilon \) holds, then for each \( \delta > 0 \), the set of \( n \) with

\[
|F(n) - \alpha \log n| < (\log n)^{1/2+\delta}
\]

has asymptotic density 1.

The implied constants in Theorems 2.1, 2.2 depend, respectively, on the implied constants in \( A\epsilon \), \( B\epsilon \) and on which specific function \( \epsilon(x) \) is used. Thus if one had \( A\epsilon \) with an explicit constant for some explicit \( \epsilon(x) \), say \( \epsilon(x) = (\log \log 3x)^{-2} \), then the constant \( \alpha \) would be effectively computable.

We begin the proof of Theorem 2.1 with an unconditional result.
Lemma 2.4. For any function $\epsilon(x)$ with $x^{1/2} \leq x^{1-\epsilon(x)} \leq (1-\delta)x$ for $x$ large and $\delta > 0$ some constant, we have

$$\frac{1}{\pi(x)} \sum_{p \leq x} F(p) - \sum_{p \leq x} \frac{F(p)}{p} \ll \epsilon(x) \log x + \frac{\log^2 x}{x} \sum_{p \leq x^{1-\epsilon(x)}} \left| \pi(x; p, 1) - \frac{\pi(x)}{p-1} \right|.$$

Proof: From the definition of $F$ we have

$$\sum_{p \leq x} F(p) = 1 + \sum_{3 \leq p \leq x} F(p) = 1 + \sum_{3 \leq p \leq x} F(p-1)$$

$$= 1 + \sum_{3 \leq p \leq x} \sum_{q^s | p-1} F(q) = 1 + \sum_{q^s \leq x} F(q) \pi(x; q^a, 1).$$

Thus

$$\sum_{p \leq x} F(p) - \pi(x) \sum_{p \leq x} \frac{F(p)}{p} = \sum_1 + \sum_2 + \sum_3,$$

where

$$\sum_1 = 1 + \sum_{p^a \leq x} F(p) \pi(x; p^a, 1),$$

$$\sum_2 = \sum_{p \leq x^{1-\epsilon(x)}} F(p) \left( \pi(x; p, 1) - \frac{\pi(x)}{p} \right),$$

$$\sum_3 = \sum_{x^{1-\epsilon(x)} < p \leq x} F(p) \left( \pi(x; p, 1) - \frac{\pi(x)}{p} \right).$$

We have (using $F(p) \ll \log p$)

$$\sum_1 \ll 1 + \sum_{p^a \leq x^{1/3}} (\log p) \left( \frac{\pi(x; p^a, 1)}{\varphi(p^a)} - \frac{\pi(x)}{\varphi(p^a)} \right)$$

$$+ \sum_{x^{1/3} < p^a \leq x} (\log p) \frac{\pi(x)}{\varphi(p^a)} + \sum_{x^{1/3} < p^a \leq x} (\log p) \pi(x; p^a, 1)$$

$$\ll \frac{x}{\log^2 x} + \frac{x}{\log x} + \sum_{p^a \geq x^{1/3}} \frac{x \log p}{p^a} \ll \frac{x}{\log x},$$

(2.4)

where we used the Bombieri-Vinogradov theorem for the first sum over $p^a \leq x^{1/3}$. In addition, we have

$$\sum_2 \ll \log x \sum_{p \leq x^{1-\epsilon(x)}} \left| \pi(x; p, 1) - \frac{\pi(x)}{p-1} \right| + \frac{x}{\log x}.$$  

(2.5)
For $\sum_3$, we have

$$\sum_3 \ll \log x \sum_{x^{1-\epsilon} < p \leq x} \pi(x; p, 1) + \pi(x) \sum_{x^{1-\epsilon} < p \leq x} \frac{\log p}{p}$$

$$\ll \log x \sum_{x^{1-\epsilon} < p \leq x} \pi(x; p, 1) + \pi(x) c(x) \log x. \quad (2.6)$$

We estimate the sum on the right of (2.6) using Brun’s method as follows:

$$\sum_{x^{1-\epsilon} < p \leq x} \pi(x; p, 1) = \sum_{x^{1-\epsilon} < p \leq x} \sum_{q \leq x \atop q \equiv 1 \pmod{p}} 1 \lesssim \sum_{m < x^{1-\epsilon}} \sum_{p \leq x/m \atop pm+1 \text{ is prime}} \frac{m}{\varphi(m)} \frac{x/m}{\log^2(x/m)}$$

$$\ll \frac{x}{\log^2 x} \sum_{m < x^{1-\epsilon}} \frac{1}{\varphi(m)} \lesssim \frac{\epsilon(x)x}{\log x}. \quad (2.7)$$

Putting this estimate in (2.6) and assembling (2.3)-(2.6), we obtain the lemma.

**Corollary 2.5.** If $\epsilon(z)$ is some function that satisfies the hypothesis of Lemma 2.4 and if $A_\epsilon$ holds, then

$$\frac{1}{\pi(x)} \sum_{p \leq x} F(p) - \sum_{p \leq x} \frac{F(p)}{p} \ll \epsilon(x) \log x.$$

**Proof of Theorem 2.1:** We unconditionally have

$$\frac{1}{x} \sum_{n \leq x} F(n) = \sum_{p \leq x} \frac{F(p)}{p} + O(1). \quad (2.8)$$

Indeed, using $F(p) \ll \log p$, we have

$$\frac{1}{x} \sum_{n \leq x} F(n) = \frac{1}{x} \sum_{n \leq x} \sum_{p \mid n} F(p) = \frac{1}{x} \sum_{p^s \leq x} F(p) \left[ \frac{x}{p^s} \right]$$

$$= \sum_{p \leq x} \frac{F(p)}{p^s} + O(1) = \sum_{p \leq x} \frac{F(p)}{p} + O(1).$$

Corollary 2.5 gives a (conditional) connection between $\sum_{p \leq x} F(p)/p$ and $\sum_{p \leq x} F(p)$. There is another (unconditional) connection which comes from partial summation. Let

$$R(x) := \frac{1}{x} \sum_{p \leq x} F(p).$$
Then

\[ \sum_{p \leq x} \frac{F(p)}{p} = R(x) + \int_2^x \frac{1}{t} R(t) \, dt. \]  

(2.9)

Assume now that \( \epsilon(x) \) is an acceptable function and that \( A_1 \) holds. Then from Corollary 2.5 and (2.9) we have

\[ R(x) \log x = R(x) + \int_2^x \frac{1}{t} R(t) \, dt + O(\epsilon(x) \log x), \]

so that

\[ R(x) = \frac{1}{\log x} \int_2^x \frac{1}{t} R(t) \, dt + O(\epsilon(x)), \]  

(2.10)

using \( R(x) \ll 1 \).

Let

\[ V(x) := \frac{1}{\log x} \int_2^x \frac{1}{t} R(t) \, dt. \]

Since \( R(x) \) is continuous but for a discrete set of jump discontinuities it follows that \( V(x) \) is continuous, differentiable where \( R(x) \) is continuous and satisfies

\[ V(x) = \int_2^x V'(t) \, dt. \]  

(2.11)

But at points where \( R(x) \) is continuous, we have

\[ V'(x) = \frac{R(x)}{x \log x} - \frac{1}{x \log^2 x} \int_2^x \frac{1}{t} R(t) \, dt \]

\[ = \frac{1}{x \log x} (R(x) - V(x)) \ll \frac{\epsilon(x)}{x \log x}, \]  

(2.12)

by (2.10).

Note that by the definition of acceptable function, we have

\[ \int_2^x \frac{\epsilon(t)}{t \log t} \, dt < \infty. \]

Thus by (2.11) and (2.12), we have that

\[ \alpha := \int_2^\infty V'(t) \, dt = \lim_{x \to \infty} V(x) \]

exists and is positive.

We define now

\[ \bar{\epsilon}(x) := \int_x^\infty \frac{\epsilon(t)}{t \log t} \, dt \]  

(2.13)
and note that from the definition of acceptable function we have
\[
\epsilon(x) = \int_{x}^{\infty} \frac{\epsilon(z) \log z}{t \log^2 t} \, dt = \int_{x}^{\infty} \frac{\epsilon(t) \log t}{t \log^2 t} \, dt = \epsilon(x)
\]
\[
= \int_{x}^{\infty} \frac{\epsilon(t)(\log \log t)^{1+\delta}}{t \log t \log \log t} \, dt \lesssim \int_{x}^{\infty} \frac{\epsilon(x)(\log \log x)^{1+\delta}}{t \log t \log \log t} \, dt
\]
\[
= \frac{1}{\delta} \epsilon(x) \log \log x
\]
(2.14)

for some \( \delta > 0 \) and all sufficiently large \( x \). From (2.10)-(2.14), we have
\[
R(x) = \alpha + O(\epsilon(x)).
\]

Putting this estimate and (2.14) into (2.9) gives
\[
\sum_{p \leq x} \frac{F(p)}{p} = \log x + O(\epsilon(x) \log x) = \alpha \log x + O(\epsilon(x) \log x \log \log x).
\]
(2.15)

Thus (2.1) follows from (2.8) and (2.15).

We now turn our attention to the proof of Theorem 2.2. We shall prove this result by Turán’s method (see Elliott [3], vol. II, p.112). In particular, let
\[
E(x) := \frac{1}{x} \sum_{n \leq x} F(n).
\]

Thus (2.2) follows directly from (2.1) and the assertion
\[
\frac{1}{x} \sum_{n \leq x} (F(n) - E(x))^2 \ll \epsilon(x) \log^2 x \log \log x.
\]
(2.16)

But
\[
\frac{1}{x} \sum_{n \leq x} (F(n) - E(x))^2 = \frac{1}{x} \sum_{n \leq x} F(n)^2 - \frac{2E(x)}{x} \sum_{n \leq x} F(n) + \frac{[x]}{x} E(x)^2
\]
\[
= \frac{1}{x} \sum_{n \leq x} F(n)^2 - E(x)^2 + O(\frac{\log^2 x}{x}).
\]

Thus (2.16) follows from (2.1) and the assertion
\[
\frac{1}{x} \sum_{n \leq x} F(n)^2 = \alpha^2 \log^2 x + O(\epsilon(x) \log^2 x \log \log x).
\]
(2.17)
We have thus reduced Theorem 2.2 to proving (2.17) (under the hypothesis of Theorem 2.2).

We now turn to the sum in (2.17). We have

\[
\sum_{n \leq x} F(n)^2 = \sum_{n \leq x} \left( \sum_{p^a | n} F(p) \right)^2 = \sum_{p^a | n, \, q^b | n} F(p)F(q) \sum_{n \leq x} \frac{1}{p^a q^b} \\
= \sum_{p \leq x} F(p)^2 \left( \frac{x}{p} \right) + 2 \sum_{p^a \leq x, \, p < q} F(p)F(q) \left( \frac{x}{pq} \right) + \sum_1 + \sum_2, \tag{2.18}
\]

where

\[
\sum_1 = \sum_{p^a \leq x, \, \alpha + b \geq 3} F(p)^2 \left( \frac{x}{p^{\max\{a, b\}}} \right) \\
\ll x \sum_{p^a \leq x, \, \alpha \geq 2} \frac{F(p)^2}{p^a} \sum_{b \leq (\log x)/\log p} 1 \\
\ll x (\log x) \sum_{\alpha \geq 2} \frac{\log p}{p^a} \ll x \log x
\]

and

\[
\sum_2 = 2 \sum_{p^a q^b \leq x, \, p < q, \, \alpha + b \geq 3} F(p)F(q) \left( \frac{x}{p^aq^b} \right) \\
\ll x \sum_{p^a \leq x} \frac{F(p)}{p^a} \sum_{q^b} \frac{F(q)}{q^b} \ll x \sum_{p^a \leq x} \frac{F(p)}{p^a} \ll x \log x.
\]

Further note that removing the brackets on the right of (2.18) introduces an error of at most \(O(x \log x)\). Thus

\[
\frac{1}{x} \sum_{n \leq x} F(n)^2 = \sum_{p \leq x} \frac{F(p)^2}{p} + 2 \sum_{p^a \leq x, \, p < q} \frac{F(p)F(q)}{pq} + O(\log x). \tag{2.19}
\]

We thus will have (2.17) and Theorem 2.2 from (2.14), (2.19) and the following result.
Proposition 2.6. Under the hypothesis of Theorem 2.2 we have

\[ \sum_{p \leq x} \frac{F(p)^2}{p} = \frac{1}{2} \alpha^2 \log^2 x + O(\epsilon(x) \log^2 x \log \log x), \quad (2.20) \]

\[ 2 \sum_{\substack{p \leq x \leq \sqrt{x} \frac{x}{p} \leq t \leq \frac{x}{p} \leq x}} \frac{F(p)F(q)}{pq} = \frac{1}{2} \alpha^2 \log^2 x + O(\bar{\epsilon}(x) \log^2 x) \quad (2.21) \]

where \( \bar{\epsilon}(x) \) is defined in (2.13).

Proof: We begin with the proof of (2.21) which is easier and actually used in the proof of (2.20). First note that from \( \epsilon(x) \leq \bar{\epsilon}(x) \) for large \( x \) (see (2.14)), we have

\[ \frac{d}{dx} (\bar{\epsilon}(x) \log x) = \frac{\bar{\epsilon}(x) - \epsilon(x)}{x} \geq 0 \]

for large \( x \), so that \( \bar{\epsilon}(x) \log x \) is eventually increasing. Thus from (2.15) we have

\[ \sum_{\substack{p \leq \sqrt{x} \frac{x}{p} \leq t \leq \frac{x}{p} \leq x}} \frac{F(p)F(q)}{pq} = \sum_{p \leq \sqrt{x}} \frac{F(q)}{p} \sum_{\frac{x}{p} \leq \frac{q}{p} \leq \frac{x}{p}} \frac{F(p)}{p} \]

\[ = \sum_{p \leq \sqrt{x}} \frac{F(p)}{p} \left( \alpha \log \frac{x}{p} - \alpha \log p + O \left( \bar{\epsilon}(\frac{x}{p}) \log \left( \frac{x}{p} \right) \right) \right. \]

\[ + O \left( \bar{\epsilon}(p) \log p \right) \right) \]

\[ = \alpha \log x \sum_{p \leq \sqrt{x}} \frac{F(p)}{p} - 2\alpha \sum_{p \leq \sqrt{x}} \frac{F(p) \log p}{p} \]

\[ + O \left( \bar{\epsilon}(x) \log x \sum_{p \leq \sqrt{x}} \frac{F(p)}{p} \right) \]

\[ = 2\alpha \int_{\sqrt{x}}^{x} \frac{1}{t} \sum_{p \leq \sqrt{t}} \frac{F(p)}{p} dt + O \left( \bar{\epsilon}(x) \log^2 x \right). \quad (2.22) \]

By (2.15), the integral is

\[ 2\alpha \int_{\sqrt{x}}^{x} \frac{\alpha \log t}{t} dt + O \left( \int_{\sqrt{x}}^{x} \frac{\bar{\epsilon}(t) \log t}{t} dt \right) \]

\[ = \alpha^2 \log^2 \sqrt{x} + O \left( \bar{\epsilon}(x) \log x \int_{\sqrt{x}}^{x} \frac{dt}{t} \right) \]

\[ = \frac{1}{4} \alpha^2 \log^2 x + O \left( \bar{\epsilon}(x) \log^2 x \right), \]
so (2.22) gives (2.21).

We now turn to the proof of (2.20). By partial summation, we have

$$\sum_{p \leq x} \frac{F(p)^2}{p} = \frac{1}{x} \sum_{p \leq x} F(p)^2 + \int_2^x \frac{1}{y^2} \sum_{p \leq y} F(p)^2 \, dt. \quad (2.23)$$

We now expand $\sum_{p \leq x} F(p)^2$. We have

$$\sum_{p \leq x} F(p)^2 = 1 + \sum_{3 \leq p \leq x} F(p-1)^2 = 1 + \sum_{3 \leq p \leq x} \left( \sum_{q \mid p-1} F(q) \right)^2$$

$$= 1 + \sum_{p^q, r^h \leq x} F(p)F(q)\pi(x; [p^q, q^h], 1)$$

$$= 1 + \sum_{p \leq x} F(p)^2 \pi(x; p, 1) + 2 \sum_{p^q \leq x} F(p)F(q)\pi(x; pq, 1)$$

$$+ \sum_{p^q, r^h \leq x} F(p)F(q)\pi(x; [p^q, q^h], 1). \quad (2.24)$$

We have

$$\sum_{p \leq x} F(p)^2 \pi(x; p, 1)$$

$$= \sum_{p \leq x} F(p)^2 \frac{\pi(x)}{p-1} + \sum_{p \leq x} F(p)^2 \left( \pi(x; p, 1) - \frac{\pi(x)}{p-1} \right)$$

$$= \pi(x) \sum_{p \leq x} \frac{F(p)^2}{p-1} + O \left( \log^2 x \sum_{p \leq x^{-1+\epsilon(x)}} \pi(x; p, 1) - \frac{\pi(x)}{p-1} \right)$$

$$+ O \left( \log^2 x \sum_{x^{1-\epsilon(x)} \leq p < x} \pi(x; p, 1) \right) + O \left( \pi(x) \sum_{x^{1-\epsilon(x)} \leq p \leq x} \frac{\log^2 p}{p} \right)$$

$$= \frac{x}{\log x} \sum_{p \leq x} \frac{F(p)^2}{p} + O(\epsilon(x)x \log x), \quad (2.25)$$

using hypothesis $A_\epsilon$ and (2.7). Next, we have using hypothesis $B_\epsilon$,

$$\sum_{\substack{p \leq x \leq p^q \leq x}} F(p)F(q)\pi(x; pq, 1)$$
\[ = \pi(x) \sum_{\substack{p, q \leq x \atop p < q}} \frac{F(p)F(q)}{\varphi(pq)} + O \left( \log^2 x \sum_{\substack{pq \leq x^{1-\epsilon(x)} \atop p < q}} \left| \pi(x, pq, 1) - \pi(x) \varphi(pq) \right| \right) \]
\[ + O \left( \log x \sum_{\substack{z^{1-\epsilon(z)} < pq \leq x \atop p < q}} (\log p)\pi(x; pq, 1) \right) \]
\[ + O \left( \pi(x) \sum_{\substack{z^{1-\epsilon(z)} < pq \leq x \atop p < q}} \frac{\log p \log q}{pq} \right) \]
\[ = \frac{x}{\log x} \sum_{\substack{pq \leq x \atop p < q}} \frac{F(p)F(q)}{pq} + O \left( \frac{x}{\log x} \sum_{\substack{pq \leq x \atop p < q}} \frac{\log p \log q}{pq^2} \right) + O \left( \epsilon(x) x \log x \right) \]
\[ + O \left( \log x \sum_{\substack{m < x^{\epsilon(x)} \atop p \leq \sqrt{x}}} \sum_{\substack{\ell \leq \frac{x}{mp} \text{ prime}}} \log p \sum_{\substack{r \leq \frac{x}{mp} \atop \ell | r - 1}} \log q \right) \]
\[ + O \left( \frac{x}{\log x} \sum_{\substack{pq \leq x \atop p < q}} \frac{\log p}{p} \sum_{\substack{z^{1-\epsilon(z)} < q \leq x \atop p | q}} \frac{\log q}{q} \right) \]
\[ = \frac{x}{\log x} \sum_{\substack{pq \leq x \atop p < q}} \frac{F(p)F(q)}{pq} + O \left( \epsilon(x) x \log x \right) + O \left( \frac{x}{\log x} \sum_{\substack{m < x^{\epsilon(x)} \atop p \leq \sqrt{x}}} \sum_{\substack{\ell \leq \frac{x}{mp} \text{ prime}}} \frac{\log p}{p} \varphi(m) \right) \]
\[ = \frac{x}{\log x} \sum_{\substack{pq \leq x \atop p < q}} \frac{F(p)F(q)}{pq} + O \left( \epsilon(x) x \log x \right). \quad (2.26) \]

For the last term in (2.24) we have the estimate
\[ \ll \sum_{\substack{p^a \leq x \atop a \geq 2}} \sum_{\substack{r \leq x \atop r \equiv 1 \pmod{p^a}}} \sum_{\substack{q^b \leq x \atop b | r - 1}} \log q \]
\[ = \sum_{\substack{p^a \leq \sqrt{x} \atop a \geq 2}} \sum_{\substack{r \leq x \atop r \equiv 1 \pmod{p^a}}} \log r + \sum_{\substack{r \leq x \atop a \geq 2}} \log r \sum_{\substack{q^b \leq x \atop b = 1 \pmod{p^a}}} \log r \]
\[ = x \sum_{\substack{p^a \leq \sqrt{x} \atop a \geq 2}} \frac{\log p}{p^a} + x \log x \sum_{\substack{\sqrt{x} < p^a \leq x \atop a \geq 2}} \frac{\log p}{p^a} \ll x, \]
using the Brun-Titchmarsh inequality. Putting this estimate, (2.25) and (2.26) into (2.24) we get

\[
\frac{\log x}{x} \sum_{p \leq x} F(p)^2 = \sum_{p \leq x} \frac{F(p)^2}{p} + 2 \sum_{\substack{p \leq x \\ pq \leq x}} \frac{F(p)F(q)}{pq} + O \left( \epsilon(x) \log^2 x \right). \tag{2.27}
\]

Now using this estimate with (2.14), (2.21) and (2.23), we get

\[
\frac{\log x}{x} \sum_{p \leq x} F(p)^2 = \frac{1}{2} \alpha^2 \log^2 x + \int_2^x \frac{1}{t^2} \sum_{p \leq t} F(p)^2 \, dt + O(\epsilon(x) \log^2 x),
\]

so that if

\[ R_2(x) := \frac{1}{x} \sum_{p \leq x} F(p)^2, \]

then we have

\[ R_2(x) = \frac{1}{2} \alpha^2 \log x + \frac{1}{\log x} \int_2^x \frac{1}{t} R_2(t) \, dt + O(\epsilon(x) \log x). \tag{2.28} \]

Let

\[ V_2(x) := \frac{1}{\log x} \int_2^x \frac{1}{t} R_2(t) \, dt. \]

As in the proof of Theorem 2.1, we have

\[ V_2(x) = \int_2^x V_2'(t) \, dt \tag{2.29} \]

and

\[ V_2'(x) = \frac{1}{x \log x} (R_2(x) - V_2(x)) = \frac{\alpha^2}{2x} + O \left( \frac{\epsilon(x)}{x} \right). \]

Thus from (2.29), we have

\[ V_2(x) = \frac{1}{2} \alpha^2 \log x + O \left( 1 + \int_2^x \frac{\epsilon(t)}{t} \, dt \right). \]

But for large \( x \)

\[
\int_2^x \frac{\epsilon(t)}{t} \, dt = \epsilon(x) \log x - \int_2^x \epsilon'(t) \log t \, dt
\]

\[ = \epsilon(x) \log x + \int_2^x \frac{\epsilon(t) \log t}{t \log t} \, dt \]

\[ \leq \epsilon(x) \log x + \epsilon(x) \log x \int_2^x \frac{dt}{t \log t} \]

\[ = \epsilon(x) \log x + \epsilon(x) \log x (\log \log x - \log \log 2) \]

\[ \ll \epsilon(x) \log x \log x \log x \]
by (2.14), so that
\[ V_2(x) = \frac{1}{2} \alpha^2 \log x + O(\epsilon(x) \log x \log \log x). \]

Thus from (2.28), we get
\[ \frac{1}{x} \sum_{p \leq x} F(p)^2 = \alpha^2 \log x + O(\epsilon(x) \log x \log \log x). \]

Finally, using this and (2.21) in (2.27) gives (2.20).

REMARKS: With a little more care, the right side of (2.2) can be replaced with
\[ \bar{c}(x) \log^2 x + \log x \int_2^x \frac{c(t)}{t} dt. \]

For some choices of acceptable functions \( c(x) \), this expression is \( O(\epsilon(x) \log^2 x) \), which is smaller than the right side of (2.2) by a \( \log \log x \) factor. For example, we would have this for \( c(x) = (\log x)^{-\delta} \) for some fixed \( \delta, 0 < \delta < 1 \).

For each prime \( q \), define a completely additive function \( F_q(n) \) by inductively defining its values on the primes as follows:
\[
F_q(p) = \begin{cases} 
0, & \text{if } p < q \\
1, & \text{if } p = q \\
F_q(p - 1), & \text{if } p > q.
\end{cases}
\]

Thus \( F_2(n) = F(n). \) The functions \( F_q(n) \) have the following connection with the iterated phi-function:
\[ F_q(n) = \# \{ j \geq 0 : q \mid \varphi_j(n) \}, \]

where we interpret \( \varphi_0(n) = n. \) We have already seen this for \( q = 2 \) in the Introduction.

Theorems 2.1 and 2.2 hold for the functions \( F_q \) for each \( q \) with corresponding constants \( \alpha_q \) (with \( \alpha_2 = \alpha \)), except that we are not sure that \( \alpha_q > 0 \) for \( q > 2 \). This, in fact, can be proved assuming hypothesis \( A_\epsilon \) holds for \( c(x) = (\log x)^{c-1} \) for some \( c \) with \( 0 < c < c_{10} \) where \( c_{10} \) is the constant of Theorem 4.5 below. Indeed, if \( \varphi_q(n) \) is divisible by every prime up to \( (\log n)^{c_{10}} \) and if \( n \) is large, then \( \varphi_{q+1}(n) \) is divisible by \( q^k \) where
\[ k > \frac{(\log n)^{c_{10}}}{qc_{10} \log \log n}. \]
Thus Theorem 4.5 implies $F_q(n) \gg (\log n)^{\varepsilon_{10}} / \log \log n$ on a set of asymptotic density 1. However, this is incompatible with (2.1) if $\alpha_q = 0$, $\varepsilon(x) = (\log x)^{\varepsilon - 1}$.

Let $v_p(n)$ denote the exponent on $p$ in the prime factorization of $n$. Note that for any natural number $m$ we have

$$v_p(n) = \begin{cases} 
-1 + \sum_{q \mid m} v_p(q) - 1, & \text{if } v_p(m) > 0 \\
\sum_{q \mid m} v_p(q) - 1, & \text{if } v_p(m) = 0.
\end{cases}$$

Let $k = k(n)$. Then

$$0 = v_p(n) = v_p(n) + \sum_{i=1}^{k} (v_p(\varphi_i(n)) - v_p(\varphi_{i-1}(n)))$$

$$= v_p(n) - \sum_{i \geq 0, \varphi_i(n) > 0} 1 + \sum_{i \geq 0} \sum_{q \mid \varphi_i(n)} v_p(q - 1)$$

$$= v_p(n) - F_p(n) + \sum_{q} v_p(q - 1) F_q(n);$$

that is, for every prime $p$ and every natural number $n$, we have

$$F_p(n) = v_p(n) + \sum_{q} v_p(q - 1) F_q(n), \quad (2.30)$$

where the sum is over all primes $q$.

We can generate another pretty identity involving the functions $F_p$ via the elementary relation

$$\log m - \log \varphi(n) = \sum_{p \mid m} \log \frac{p}{p - 1}.$$

We have

$$\log n = \sum_{i \geq 0} (\log \varphi_i(n) - \log \varphi_{i+1}(n)) = \sum_{i \geq 0} \sum_{p \mid \varphi_i(n)} \log \frac{p}{p - 1}$$

$$= \sum_{p} F_p(n) \log \frac{p}{p - 1}. \quad (2.31)$$

Using (2.30) with $p = 2$ to eliminate $F_2(n)$ in (2.31), we have

$$\log n = v_2(n) \log 2 + F_3(n) \log 3 + F_5(n) \log 5 + F_7(n) \log \frac{7}{3} + \cdots \quad (2.32)$$
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where the general term on the right is \( F_p(n) \log \frac{p}{(p-1)_q} \) for \( p \geq 3 \) and where \((p-1)_q\) is the largest odd divisor of \( p-1 \). We can now use (2.30) to eliminate \( F_3(n) \) in (2.32) and continuing, if we eliminate all \( F_p(n) \) for \( p \leq q \), we obtain the identity (valid for all \( n \) and \( q \)):

\[
\log n = \sum_{p \leq q} v_p(n) \log p + \sum_{p > q} F_p(n) \log \frac{p}{(p-1)_q},
\]

(2.33)

where \((p-1)_q\) denotes the largest divisor of \( p-1 \) not divisible by any prime up to and including \( q \).

Since for every \( p > 2 \) we have \((p-1)_q = 1\) for some \( q < p \), a corollary of (2.33) is the theorem

\[
F_p(n) \leq \log n/\log p
\]

(2.34)

for all \( n \) and all \( p > 2 \). From (2.31), this inequality holds for \( p = 2 \) as well. Note that if \( n = p^k \), then \( F_p(n) = k = \log n/\log p \), so (2.34) is best possible.

Suppose now that \( A_\epsilon \) holds for some acceptable function \( \epsilon(x) \). Then each of the numbers \( \alpha_p \) exists and an immediate corollary of (2.34) is that

\[
\alpha_p \leq 1/\log p
\]

(2.35)

for each \( p \). In particular, \( \lim_{p \to \infty} \alpha_p = 0 \). Further, (2.30) implies that

\[
\alpha_p \geq \sum_{q \leq p_0} v_p(q-1)\alpha_q
\]

for any prime \( p_0 \). Letting \( p_0 \to \infty \), we obtain

\[
\alpha_p \geq \sum_{q} v_p(q-1)\alpha_q
\]

(2.36)

for every \( p \). The case \( p = 2 \) shows that \( \sum \alpha_p \) converges. Similarly, using (2.31) and (2.33) we get

\[
1 \geq \sum_p \alpha_p \log \frac{p}{p-1},
\]

\[
1 \geq \sum_{p > q} \alpha_p \log \frac{p}{(p-1)_q}
\]

(2.37)

for every \( q \). Thus if infinitely many \( p \) have \( \alpha_p > 0 \), we have strict inequality in (2.35) for every \( p \).

Assume now that \( 0 < c < c_{10} \) and that \( A_\epsilon \) holds for \( \epsilon(x) = (\log x)^{c-1} \). We've seen that this then implies each \( \alpha_p > 0 \). Thus (2.36) and Dirichlet's
Theorem on primes in an arithmetic progression imply we have \( \alpha_p > \alpha_q \) for all primes \( p, q \) with \( q \equiv 1 \pmod{p} \). We conjecture that we have \( \alpha_p > \alpha_q \) whenever \( q > p \).

We can prove that we have equality in the first statement in (2.37) as follows. By (2.34), we have
\[
\frac{1}{\log n} \sum_{p > p_0} F_p(n) \log \frac{p}{p-1} \leq \sum_{p > p_0} \frac{\log(p/(p-1))}{\log p} \to 0 \text{ as } p_0 \to \infty. \tag{2.38}
\]

But for any \( p_0 \), we have by (2.31)
\[
1 = \frac{1}{[x]} \sum_{n \leq x} \frac{1}{\log n} \sum_{p \leq p_0} F_p(n) \log \frac{p}{p-1} + \frac{1}{[x]} \sum_{n \leq x} \frac{1}{\log n} \sum_{p > p_0} F_p(n) \log \frac{p}{p-1}
\]
\[
= \sum_{p \leq p_0} \alpha_p \log \frac{p}{p-1} + o(1) + \frac{1}{[x]} \sum_{n \leq x} \frac{1}{\log n} \sum_{p > p_0} F_p(n) \log \frac{p}{p-1}
\]
as \( x \to \infty \). But from (2.38) we can make the last expression as small as we please uniformly for every \( x \) by taking \( p_0 \) large enough. Thus
\[
1 = \sum_p \alpha_p \log \frac{p}{p-1}.
\]

We conjecture we also have equality in (2.36) and in the second statement of (2.37).

§3. Results on the sum of the reciprocals of primes

From a theorem of Landau (for example, see Davenport [2], p. 94) there is a positive constant \( c_0 \) with the following property. Let \( \mathcal{E}(c_0) \) denote the set of natural numbers \( n \) for which there is a real primitive character \( \chi \) mod \( n \) for which \( L(s, \chi) \) has a real root \( \beta \geq 1 - c_0 / \log n \). Then \( 1 \not\in \mathcal{E}(c_0) \) and for any \( x \) there is at most one member \( n \) of \( \mathcal{E}(c_0) \) between \( x \) and \( x^2 \).

Lemma 3.1. There are positive absolute constants \( c_1 \leq 1, c_2 > 1 \) such that if \( n > 1 \) is a natural number with \( n \) not divisible by any member of \( \mathcal{E}(c_0) \), then
\[
\sum_{p \leq x} \frac{1}{p} \geq \frac{c_1}{\varphi(n)} (\log \log x - \log \log n)
\]
for all \( x \geq n^{c_2} \), where \( \sum' \) signifies that the sum is over primes not in \( \mathcal{E}(c_0) \).

Proof: This result follows from the proof of Linnik's theorem given in Section 6 of Bombieri [1]. In particular, from this proof, if \( c_2 \) is sufficiently large, then
\[
\sum_{p \leq t} \log p > \frac{t}{2\varphi(n)}
\]
for any $t \geq n^{c_2/2}$. Then if $x \geq n^{c_2}$,

$$
\sum_{p \leq x}^\prime \frac{1}{p} \geq \frac{1}{n} \sum_{p \equiv 1 \pmod{n}}^\prime \log p \, dt
\geq \frac{1}{2\varphi(n)} \int_{n^{c_2/2}}^x \frac{dt}{t \log t}
= \frac{1}{2\varphi(n)} (\log \log x - \log \log(n^{c_2/2}))
\geq \frac{c_1}{\varphi(n)} (\log \log x - \log \log n)
$$

for $c_1 \leq (\log 2)/(2 \log c_2)$.

Lemma 3.2. Suppose $S$ is a set of primes. For any $x$, let

$$
S_1 = \sum_{p \leq x}^\prime \frac{1}{q}, \quad S_2 = \sum_{p, p' \in S}^\prime \frac{1}{q}.
$$

If $q \leq x$ is prime, let $a_q$ denote the number of prime factors of $q - 1$ that are in $S$. If $S_1 > 0$, then

$$
\sum_{q \leq x}^{a_q > 0} \frac{1}{q} \geq \frac{S_1^2}{2S_2 + S_1}.
$$

Proof: This is just the Cauchy-Schwarz inequality. In fact,

$$
S_1 = \sum_{q \leq x}^{a_q} \frac{1}{q} = \sum_{q \leq x}^{\sqrt{q}} \frac{a_q}{\sqrt{q}} \leq \left( \sum_{q \leq x}^{\sqrt{q}} \frac{1}{q} \right)^{1/2} \left( \sum_{q \leq x}^{\sqrt{q}} \frac{a_q^2}{q} \right)^{1/2}
$$

$$
= \left( \sum_{q \leq x}^{\sqrt{q}} \frac{1}{q} \right)^{1/2} (2S_2 + S_1)^{1/2},
$$

since $a_q^2 = 2(a_q^2) + a_q$.

Lemma 3.3. Suppose $y \geq 3$ and $S$ is a set of primes such that if $p \in S$ then $p \leq y$ and $p \notin \mathcal{E}(c_0)$. There is an absolute positive constant $c_3$ such that if $x \geq y^{c_2}$, then

$$
\sum_{q \leq x}^{a_q > 0} \frac{1}{q} \geq \min \left\{ \frac{c_1^2}{16c_3} \frac{(\log \log x - \log \log y)^2}{\log \log x}, \frac{c_1}{4} \frac{(\log \log x - \log \log y) \sum_{p \in S}^\prime \frac{1}{p}}{\log \log x} \right\}
$$
where \( a_q \) is defined in Lemma 3.2.

**Proof:** The lemma is clearly true if \( 2 \in S \) or if \( S = \emptyset \), so assume \( 2 \notin S \) and \( S \neq \emptyset \). Using the notation of Lemma 3.2, we have

\[
S_1 \geq \frac{1}{2} c_1 (\log \log x - \log \log y) \sum_{p \in S} \frac{1}{p}
\]

from Lemma 3.1. Also, using partial summation and the Brun-Titchmarsh inequality we have for some absolute constant \( c_3 \geq 1 \),

\[
\sum_{\substack{q \leq x \\ q \equiv 1 \pmod{n}}} \frac{1}{q} \leq \frac{c_3}{\varphi(n)} \log \log x
\]

(3.1)

for any natural number \( n \) and any \( x \geq 3 \). Thus

\[
S_2 \leq c_3 \log \log x \sum_{\substack{p, p' \in S \\ p < p'}} \frac{1}{(p-1)(p'-1)} \leq c_3 \log \log x \left( \sum_{p \in S} \frac{1}{p} \right)^2 =: S'_2,
\]

since \( 2 \notin S \). Thus from Lemma 3.2, we have

\[
\sum_{\substack{\ell \leq x \\ \delta_{\ell} > 0}} \frac{1}{p} \geq \frac{S_1^2}{S_1 + 2S_2} \geq \frac{S_1^2}{S_1 + 2S'_2} \geq \min \left\{ \frac{S_1^2}{4S'_2}, \frac{1}{2} S_1 \right\}
\]

and our conclusion follows.

If \( k, x \) are natural numbers, let

\[
S'_k(x, n) = \sum_{\substack{p \leq x \\ n \mid \varphi(p)}} \frac{1}{p}
\]

where again the dash means that \( p \notin \mathcal{E}(c_0) \).

**Theorem 3.4.** There are absolute constants \( 0 < c_4, c_5, c_6 \leq 1 \) such that for any \( A \) and \( x \geq x_0(A) \) we have

\[
S'_k(x, n) \geq \min \left\{ c_4 \log \log x, \frac{1}{\varphi(n)} \left( \frac{c_5 \log \log x}{k} \right)^k \right\}
\]
for all \( n \leq (\log x)^A \) and \( k \leq c_0 \log \log x \).

**Proof:** Fix an arbitrary number \( A \) and assume \( n \leq (\log x)^A \). If \( y \geq \exp((\log x)^{1/3}) \), then by partial summation and the Siegel-Walfisz theorem, provided \( x \geq x_0(A) \), we have

\[
S'_i(y, n) \geq \int_{\exp((\log x)^{1/3})}^{\exp((\log x)/e)} \frac{1}{t^{1/2}} \sum_{p \equiv 1 \pmod{n}, p \leq t} 1 \, dt \geq \frac{1}{7\varphi(n)} \log \log x. \tag{3.2}
\]

By letting \( y = x \) in (3.2) we have the theorem for \( k = 1 \).

Suppose now \( k = 2 \). Let \( S \) be the set of primes \( p \leq \exp((\log x)^{1/3}) \) for which \( p \equiv 1 \pmod{n} \) and \( p \not\in \mathcal{E}(c_0) \). Then in the notation of Lemma 3.2, we have

\[
S'_2(x, n) \geq \sum_{q \leq x} \frac{1}{q}.
\]

From Lemma 3.3 and (3.2) with \( y = \exp((\log x)^{1/3}) \) we have

\[
S'_2(x, n) \geq \min \left\{ \frac{c_1^2}{36c_3} \log \log x, \frac{c_1}{42\varphi(n)}(\log \log x)^2 \right\},
\]

which gives the theorem for \( k = 2 \).

Now let \( k = 3 \). Let

\[
S'_i = S'_i \left( \exp((\log x)^{1/3}), n \right) \quad \text{for } i = 1, 2, 3.
\]

Then from Lemma 3.3 we have

\[
S'_2 \geq \min \left\{ \frac{c_1^2}{96c_3} \log \log x, \frac{c_1}{12}(\log \log x)S'_1 \right\},
\]

\[
S'_3 \geq \min \left\{ \frac{c_1^2}{144c_3} \log \log x, \frac{c_1}{12}(\log \log x)S'_2 \right\},
\]

\[
\geq \min \left\{ \frac{c_1^2}{144c_3} \log \log x, \frac{c_1^2}{1152c_3} (\log \log x)^2, \frac{c_1^2}{144}(\log \log x)^2 S'_1 \right\}.
\]

Since \( S'_1 \geq \frac{1}{7\varphi(n)} \log \log x \) by (3.2), we have our theorem for \( k = 3 \).

Suppose now \( k \geq 4 \). Let

\[
y_j = \exp \left( \left( \log x \right)^{\frac{1}{k-3}} \right) \quad \text{for } j = 0, 1, \ldots, k-3.
\]
If \( c_6 \) is sufficiently small, then \( k \leq c_6 \log \log x \) implies that \( y_j \geq y_j^{k-1} \) for \( j = 1, \ldots, k - 3 \). Note that

\[
\log \log y_j - \log \log y_{j-1} = \frac{1}{3(k-3)} \log \log x.
\]

Thus from Lemma 3.3 we have for \( j = 1, \ldots, k - 3 \)

\[
S_{j+1}'(y_j, n) \geq \min \left\{ \frac{c_1^2 \log \log x}{96c_3(k-3)^2}, \frac{c_1 \log \log x}{12(k-3)} S_j'(y_{j-1}, n) \right\}. \tag{3.3}
\]

The min is the first term if and only if

\[
S_j'(y_{j-1}, n) \geq \frac{c_1}{8c_3(k-3)}. \tag{3.4}
\]

We shall choose \( c_6 \) so small that we also have \( c_6 \leq c_1/12 \). Then \( k - 3 \leq (c_1/12) \log \log x \), so that

\[
\frac{c_1^2 \log \log x}{96c_3(k-3)^2} \geq \frac{c_1}{8c_3(k-3)}. \tag{3.5}
\]

Thus if \( 0 < j < k - 3 \) and the min in (3.3) is the first term, then (3.5) implies that

\[
S_{j+1}'(y_j, n) \geq \frac{c_1}{8c_3(k-3)}
\]

and so (3.4) implies the same is true when \( j \) is replaced with \( j + 1 \); i.e., the min in (3.3) is again the first term. Thus by iterating (3.3), we have

\[
S_{k-2}'(y_{k-3}, n) \geq \min \left\{ \frac{c_1^2 \log \log x}{96c_3(k-3)^2}, \left( \frac{c_1 \log \log x}{12(k-3)} \right)^{k-3} S_1'(y_0, n) \right\}. \tag{3.6}
\]

Note that from (3.2) we have

\[
S_1'(y_0, n) \geq \frac{1}{7\varphi(n)} \log \log x. \tag{3.7}
\]

Note also that \( y_{k-3} = \exp((\log x)^{2/3}) \). Thus from Lemma 3.3, we have

\[
S_{k-1}' : = S_{k-1}' \left( \exp((\log x)^{5/6}), n \right) \geq \min \left\{ \frac{c_1^2}{480c_3} \log \log x, \frac{c_1}{24} (\log \log x) S_{k-2}'(y_{k-3}, n) \right\},
\]
\[ S_k'(x, n) \geq \min \left\{ \frac{c_1}{576c_3} \log \log x, \, \frac{c_1}{24} (\log \log x) S_{k-1}', \right\}. \]

Thus from (3.6) and (3.7)

\[ S_{k-1}' \geq \min \left\{ \frac{c_1}{480c_3} \log \log x, \, \frac{c_1}{2304c_3(k - 3)^2} (\log \log x)^2, \, \frac{c_1}{12(k - 3)} \left(\frac{c_1 \log \log x}{14\varphi(n)}\right)^{k-2} \log \log x, \right\}, \]

so that

\[ S_k'(x, n) \geq \min \left\{ \frac{c_1}{576c_3} \log \log x, \, \frac{c_1}{11520c_3} (\log \log x)^2, \, \frac{c_1}{55296c_3(k - 3)^2} (\log \log x)^3, \right\}, \]

\[ \left(\frac{c_1 \log \log x}{12(k - 3)}\right)^{k-1} \frac{\log \log x}{28\varphi(n)} \right\}, \]

Thus our theorem holds with

\[ c_4 = \min \left\{ \frac{c_1}{576c_3}, \frac{c_1}{55296c_3c_3^2} \right\}, \quad c_5 = c_1/15 \]

if \( x \geq x_0 \).

**Theorem 3.5.** If \( c_3 \) is the constant in (3.1), we have

\[ \sum_{\substack{n \leq x \\ p \mid \varphi_k(n)}} \frac{1}{p} \leq \frac{x}{2c_3 \log \log x} \]

for every odd prime \( p \), for every \( k \geq 0 \) and for all \( x \) with \( \log \log x \geq 2/c_3 \).

(We define \( \varphi_0(n) = n \).)

**Proof:** The theorem holds for \( k = 0 \) since \( \varphi_0(n) = n \). Suppose \( k \geq 0 \) and the theorem holds for \( k \). If \( p \mid \varphi_{k+1}(n) \) then either \( p^2 \mid \varphi_k(n) \) or there is some prime \( q \mid \varphi_k(n) \) with \( q \equiv 1 \pmod{p} \). Thus

\[ \sum_{\substack{n \leq x \\ p \mid \varphi_{k+1}(n)}} 1 \leq \sum_{\substack{n \leq x \\ p^2 \mid \varphi_k(n)}} 1 + \sum_{\substack{q \equiv 1 \pmod{p} \\ q \mid \varphi_k(n)}} \sum_{\substack{n \leq x \\ q \mid \varphi_k(n)}} 1 \]

\[ \leq x(2c_3 \log \log x)^k \left( \frac{1}{p} + \sum_{\substack{q \leq x \\ q \equiv 1 \pmod{p}}} 1 \right) \]
by the induction hypothesis, the fact that $p^2 \mid \varphi_k(n)$ implies $p \mid \varphi_k(n)$ and the observation that if $n \leq x$ and $q \mid \varphi_k(n)$, then $q \leq x$. Using (3.1) to estimate the remaining sum we have

$$\sum_{n \leq x \atop p \mid \varphi_{k+1}(n)} 1 \leq x(2c_3 \log \log x)^k \left( \frac{1}{p} + \frac{1}{p-1} c_3 \log \log x \right)$$

$$\leq \frac{x}{p} (2c_3 \log \log x)^k \left( 1 + \frac{3}{2} c_3 \log \log x \right)$$

$$\leq \frac{x}{p} (2c_3 \log \log x)^{k+1}.$$

REMARK: If we let $S_k(x, p)$ denote the sum of $1/q$ for primes $q \leq x$ with $p \mid \varphi_k(q)$, then by essentially the same proof we have

$$S_k(x, p) \leq \frac{1}{p} (2c_3 \log \log x)^k$$

for the same set of $p$, $k$, $x$ as in Theorem 3.5. Although this result will not be of use to us it is interesting to compare it with Theorem 3.4 in the case $n = p$.

§4. More on the iterated phi-function

Using the constants $c_3$, $c_5$ of the preceding section, let

$$\alpha_k(x) = (c_3 k^{-1} \log \log x)^k, \quad \beta_k(x) = (2c_3 \log \log x)^k.$$

Let

$$f_k(n, x) = \sum_{p \leq (\log \log x)^k \atop p \nmid \varphi_k(n)} \frac{1}{p} + \sum_{p > (\log \log x)^k \atop p \mid \varphi_k(n)} \frac{1}{p}.$$

Thus if $n \leq x$, $f_k(n, x)$ measures in some sense how far $\varphi_k(n)/\varphi_{k+1}(n)$ is from

$$\prod_{p \leq (\log \log x)^k} (1 - 1/p)^{-1}.$$

**Theorem 4.1.** There is an absolute constant $c_7$ such that

$$\frac{1}{x} \sum_{n \leq x} f_k(n, x) \leq c_7 (\log k)/(\log \log \log x - \log k)$$
for all \( x \geq x_0, \ 1 \leq k < \log \log x \).

**Proof:** We have \( \alpha_k(x) \leq (\log \log x)^k \leq \beta_k(x) \) for all \( k \geq 1, \ x \geq 3 \). Thus

\[
\sum_{n \leq x} f_k(n, x) = \sum_{p \leq (\log \log x)^k} \frac{1}{p} \sum_{\substack{n \leq x \atop p \nmid \varphi_k(n)}} 1 + \sum_{p > (\log \log x)^k} \frac{1}{p} \sum_{\substack{n \leq x \atop p \mid \varphi_k(n)}} 1 \\
\leq \sum_{p \leq \alpha_k(x)} \frac{1}{p} \sum_{\substack{n \leq x \atop p \nmid \varphi_k(n)}} 1 + \sum_{p \leq \alpha_k(x)} \frac{1}{p} \sum_{\substack{n \leq x \atop p \mid \varphi_k(n)}} 1 + \sum_{p > \beta_k(x)} \frac{1}{p} \sum_{\substack{n \leq x \atop p \mid \varphi_k(n)}} 1 \\
= S_1 + S_2 + S_3, \text{ say.} \tag{4.1}
\]

If \( p \mid \varphi_k(n) \), then \( n \) is not divisible by any prime \( q \) with \( p \nmid \varphi_k(q) \). Thus by Brun’s method (see Halberstam-Richert [11]) we have

\[
\sum_{\substack{n \leq x \atop p \mid \varphi_k(n)}} 1 \ll x \prod_{q \leq x} (1 - \frac{1}{q}) \ll x \exp \left( -\sum_{q \leq x} \frac{1}{q} \right) \\
\leq x \exp (-S'_k(x, p))
\]

uniformly for all \( x, \ p, \ k \), where \( S'_k(x, p) \) is defined in section 3. Let

\[
\alpha'_k(x) = \frac{\alpha_k(x)}{(c_4 \log \log x)}.
\]

Thus by Theorem 3.4, there is an absolute constant \( c_8 \) such that

\[
\sum_{\substack{n \leq x \atop p \mid \varphi_k(n)}} 1 \leq \begin{cases} \\
\quad c_8 xe^{-\alpha_k(x)/(p-1)}, & \text{if } p > \alpha'_k(x) + 1 \\
\quad c_8 x (\log x)^{-c_4}, & \text{if } p \leq \alpha'_k(x) + 1 \\
\end{cases} \tag{4.2}
\]

for all \( x \geq x_0, \ p \leq (\log x)^2, \ k \leq c_8 \log \log x \).

The theorem holds trivially if \( k \gg \log \log x \), so assume \( k/\log \log x \leq \min\{1/2, c_5, c_6\} \). Since for any \( k \), \( \alpha_k(x) \leq (\log x)^{c_8/k} \), (4.2) implies

\[
S_1 = \sum_{p \leq \alpha_k(x)} \frac{1}{p} \sum_{\substack{n \leq x \atop p \nmid \varphi_k(n)}} 1 \\
\leq c_8 (\log x)^{-c_4} \sum_{p \leq \alpha'_k(x) + 1} \frac{1}{p} + c_8 x \sum_{\substack{p \leq \alpha'_k(x) \atop p \leq \alpha_k(x)}} \frac{1}{e^{-\alpha_k(x)/(p-1)}} \\
\ll x/\log \alpha_k(x) \ll x/(\log \log x - \log k). \tag{4.3}
\]
Since we are assuming \( k \leq \frac{1}{2} c_3 \log \log x \), we have

\[
S_2 \leq x \sum_{\alpha_k(x) < p \leq \beta_k(x)} \frac{1}{p} = x (\log \log \beta_k(x) - \log \log \alpha_k(x) + O(1/\log \alpha_k(x))) \\
\ll x (\log k)/(\log \log x - \log k)
\]

(4.4)

uniformly in \( k \).

For \( S_3 \) we use Theorem 3.5 to estimate the inner sum. We have

\[
S_3 \leq x\beta_k(x) \sum_{p > \beta_k(x)} \frac{1}{p^2} \ll x/\log \beta_k(x) \leq x/\log \log \log x.
\]

Assembling this estimate, (4.1), (4.3) and (4.4) we have the theorem.

**Theorem 4.2.** Let \( \epsilon(x) > 0 \) tend to 0 arbitrarily slowly as \( x \to \infty \). If \( k \leq (\log \log x)^{\epsilon(x)} \), then the normal order of \( \varphi_k(n)/\varphi_{k+1}(n) \) for \( n \leq x \) is \( k e^\gamma \log \log \log x \).

**Proof:** Let \( \delta > 0 \) be arbitrary. Let \( x \) be large and let \( k \leq (\log \log x)^{\epsilon(x)} \). From Theorem 4.1, the average value of \( f_k(n, x) \) for \( n \leq x \) is \( O(\epsilon(x)) \). Thus if \( x \geq x_0(\delta) \), \( f_k(n, x) < \delta \) for at least \( (1 - \delta)x \) values of \( n \leq x \). But

\[
\frac{\varphi_k(n)}{\varphi_{k+1}(n)} = \left( \prod_{p \leq (\log \log x)^k} \left( 1 - \frac{1}{p} \right)^{-1} \right) \left( \prod_{p \leq (\log \log x)^k} \left( 1 - \frac{1}{p} \right) \right) \\
\left( \prod_{p > (\log \log x)^k, p \mid \varphi_k(n)} \left( 1 - \frac{1}{p} \right)^{-1} \right),
\]

so that

\[
\log \left( \frac{\varphi_k(n)}{\varphi_{k+1}(n)} \prod_{p \leq (\log \log x)^k} \left( 1 - \frac{1}{p} \right) \right) \ll f_k(n, x).
\]

Thus, for at least \( (1 - \delta)x \) values of \( n \leq x \)

\[
\frac{\varphi_k(n)}{\varphi_{k+1}(n)} = (1 + O(\delta))ke^\gamma \log \log \log x.
\]
Theorem 4.3. Let \( \epsilon(x) > 0 \) tend to 0 arbitrarily slowly as \( x \to \infty \). Then if \( k \leq \epsilon(x) \) \( \log \log \log x / \log \log \log \log x \), the normal order of \( \varphi(n)/\varphi_{k+1}(n) \) for \( n \leq x \) is \( k^{\epsilon(x)(\log \log \log x)^k} \).

Proof: From the proof of Theorem 4.2, the number of \( n \leq x \) for which

\[
\left| \log \left( \frac{\varphi_j(n)}{\varphi_{j+1}(n)} \right) (j \epsilon_x(\log \log \log x)^{-1}) \right| \leq \frac{\log j}{\log \log \log x}
\]

fails is \( O\left( \frac{x \log j}{\log \log \log x} \right) \) uniformly for any \( j \leq k \). Summing for \( j = 1, \ldots, k \) we have that

\[
\left| \log \left( \frac{\varphi(n)}{\varphi_{k+1}(n)} \right) \left( k^{\epsilon(x)(\log \log \log x)^k} \right)^{-1} \right| \leq \epsilon(x)
\]

but for at most \( O(\epsilon(x)x) \) integers \( n \leq x \). Since \( \epsilon(x) \to 0 \), we have our theorem.

Theorem 4.4. There is an absolute constant \( c_9 > 0 \) such that if \( 1 \leq k \leq c_9 \log \log x \), then the number of \( n \leq x \) for which

\[
\frac{\varphi_k(n)}{\varphi_{k+1}(n)} > k(\log \log \log x - \log k)
\]

fails is \( O(xk^{-1}(\log \log \log x - \log k)^{-1}) \). In particular

\[
\max_k \frac{\varphi_k(n)}{\varphi_{k+1}(n)} \gg \log \log n
\]

for a set of \( n \) of asymptotic density 1.

Proof: As in (4.3), if \( c_9 > 0 \) is small enough, then

\[
\sum_{n \leq x} \sum_{p \leq \alpha_k(n)} \frac{1}{p} = \sum_{p \leq \alpha_k(n)} \frac{1}{p} \sum_{n \leq x} \frac{1}{p^{\varphi_k(n)}} \ll \frac{x}{\log \alpha_k(x)}
\]

\[
\ll xk^{-1}(\log \log \log x - \log k)^{-1}
\]

uniformly for all \( k \leq c_9 \log \log x \). Thus but for at most \( O(xk^{-1}(\log \log \log x - \log k)^{-1}) \) exceptional values of \( n \leq x \), we have

\[
\prod_{p \leq \alpha_k(n), p^{\varphi_k(n)}} \left( 1 - \frac{1}{p} \right) \geq \frac{3}{4}.
\]
For those values of \( n \) we have

\[
\frac{\varphi_k(n)}{\varphi_{k+1}(n)} \geq \prod_{p \leq \alpha_k(x)} \left(1 - \frac{1}{p}\right)^{-1} \prod_{p \leq \alpha_k(x), \ p \mid \varphi_k(n)} \left(1 - \frac{1}{p}\right) \\
\geq \frac{3}{4} e^\gamma \log \alpha_k(x) - 1 \\
> k (\log \log \log x - \log k)
\]

provided \( x \) is sufficiently large and \( c_9 \leq \frac{1}{2} c_5 \). This proves the theorem.

**Theorem 4.5.** There is a positive absolute constant \( c_{10} \) such that the set of natural numbers \( n \), for which there is some \( k \) with \( \varphi_k(n) \) divisible by every prime up to \( (\log n)^{c_{10}} \), has asymptotic density 1.

**Proof:** There is a positive absolute constant \( c_{11} \) such that if \( k = [c_{11} \log \log x] \), then \( \alpha_k(x) > (\log x)^{c_{11}} \). Then by (4.2) we have

\[
\sum_{n \leq x} \sum_{p \mid \varphi_k(n)} 1 \leq c_8 x (\log x)^{-c_4}
\]

for all \( x \geq x_0 \), primes \( p \leq (\log x)^{c_{11}/2} \), \( k = [c_{11} \log \log x] \). Let \( c_{10} = \min \{c_4/2, c_{11}/2\} \). Then

\[
\sum_{p \leq (\log x)^{c_{10}}} \sum_{n \leq x} 1 < c_8 x (\log x)^{-c_4/2}
\]

Thus but for at most \( c_8 x (\log x)^{-c_4/2} \) exceptional integers \( n \leq x \) we have \( p \mid \varphi_k(n) \) for every prime \( p \leq (\log x)^{c_{10}} \) if \( k = [c_{11} \log \log x] \) and \( x \geq x_0 \). This proves the theorem.

In contrast to Theorem 4.5 we give the following result. The proof is not an application of the theorems in section 3, but rather follows from the easy identity (2.30). Let \( \nu(m) \) denote the number of distinct prime factors of \( m \).

**Theorem 4.6.** Let \( \Phi(n) = n \prod_{k=1}^{\infty} \varphi_k(n) \). Then for all \( n \), \( \nu(\Phi(n)) \leq [(\log n)/\log 2] \). In particular, for all \( n \) there is some prime \( p \ll \log n \log n \) with \( p \mid \Phi(n) \).

**Proof:** For any \( n > 1 \) we have, using (2.30) with \( p = 2 \) and (1.1),

\[
\nu(\Phi(n)) = 1 + \sum_{q \mid \Phi(n)} \sum_{1 \leq t \leq \frac{\log n}{\log q}} 1 + \sum_{q \mid \Phi(n)} F_q(n) \leq \left\{ \begin{array}{ll}
1 + F(n), & n \text{ odd} \\
F(n), & n \text{ even}
\end{array} \right.
\]

\[= k(n) \leq [(\log n)/\log 2].\]
§5. Aliquot sequences

Let \( s(n) = \sigma(n) - n \), where \( \sigma \) is the sum of the divisors function. Let \( s_1(n) = s(n) \), \( s_2(n) = s(s_1(n)) \), etc. What is now known as the Catalan-Dickson conjecture is that for any \( n \), the "aliquot sequence" \( n, s_1(n), s_2(n), \ldots \) eventually terminates at 0 or is eventually periodic. The least \( n \) for which this conjecture is in doubt is 276. Guy and Selfridge [10] instead conjecture that for infinitely many \( n \) the aliquot sequence beginning with \( n \) tends to \( \infty \). The function \( s(n) \) has been studied since antiquity when numbers were classified as perfect, abundant or deficient depending on whether \( s(n) = n \), \( s(n) > n \) or \( s(n) < n \), respectively.

As discussed in the Introduction, the first author proved in [8] that for each \( \epsilon > 0 \) and \( k \), the set of \( n \) for which

\[
\frac{s_{j+1}(n)}{s_j(n)} > \frac{s(n)}{n} - \epsilon \quad \text{for} \quad j = 1, \ldots, k \tag{5.1}
\]

has asymptotic density 1. Further, he claimed that similar methods would show that

\[
\frac{s_{j+1}(n)}{s_j(n)} < \frac{s(n)}{n} + \epsilon \quad \text{for} \quad j = 1, \ldots, k
\]

for a set of \( n \) of asymptotic density 1. This claim of a proof is now retracted but we still remain convinced of the truth of this statement; it is our Conjecture 3 in section 1. We now give a proof of the case \( k = 1 \).

**Theorem 5.1.** For each \( \epsilon > 0 \), the set of \( n \) with

\[
\frac{s_2(n)}{s(n)} < \frac{s(n)}{n} + \epsilon \tag{5.2}
\]

has asymptotic density 1.

**Proof:** Let \( 1 > \delta > 0 \) be arbitrary. We shall show that for all large \( x \), the number of \( n \leq x \) for which (5.2) fails is at most \( c\delta x \) for some absolute constant \( c \).

Let \( P(n) \) denote the largest prime factor of \( n \). If \( \eta > 0 \) is sufficiently small, then the number of \( n \leq x \) for which

\[
P(n) > x^\eta, \quad P(n)^2 \leq n \tag{5.3}
\]

fails is at most \( \delta x \) for all large \( x \). This result follows from either sieve methods or work of Dickman and others on the distribution of integers \( n \) with no large prime factors. Fix such a number \( \eta \).

Since \( \sum_{n\leq x} \sigma(n)/n \ll x \), there is a number \( B \) so large that the number of \( n \leq x \) for which

\[
\sigma(n)/n \leq B \tag{5.4}
\]
fails is at most \( \delta x \) for all large \( x \). Fix such a number \( B \).

If \( \alpha > 0 \), say that an integer \( n \) is \( \alpha \)-primitive if \( s(n)/n \geq \alpha \) and if \( d|n \), \( d < n \), then \( s(d)/d < \alpha \) (also called a primitive \((1 + \alpha)\)-abundant number).

Let \( \alpha \) be a rational number with \( 0 < \alpha_1 < 1/2 \), \( \alpha_1 \leq \epsilon/4B \). Also let \( \alpha_2 \) be a rational number with \( 0 < \alpha_2 < \alpha_1 \eta/24 \). Since \( \alpha_1, \alpha_2 \) are rational, it follows from the proof in [6] for the case \( \alpha = 1 \), that

\[
\sum^{(1)} 1/a < \infty, \quad \sum^{(2)} 1/a < \infty,
\]

where for \( i = 1, 2 \), \( \sum^{(i)} \) denotes a sum over \( \alpha_i \)-primitive numbers. Since \( a/\varphi(a) \) is bounded if \( a \) is \( \alpha_1 \)-primitive, it follows that there is a number \( T \) so large that

\[
\sum_{a \geq T}^{(1)} 1/a < \delta, \quad \sum_{a \geq T}^{(2)} 1/\varphi(a) < \delta \eta. \tag{5.5}
\]

Also assume \( T \) is so large that

\[
T > \frac{1}{\alpha_2} + 1, \quad \prod_{p \geq T} \frac{p^2}{p^2 - 1} < 1 + \frac{1}{2} \alpha_2. \tag{5.6}
\]

If \( n > 1 \) is an integer, factor \( n \) as \( n_1n_2 \) and \( s(n) \) as \( N_1N_2 \) where every prime factor of \( n_1N_1 \) is less than \( T \) and every prime factor of \( n_2N_2 \) is at least \( T \). It follows from the work in [8] that but for a set of \( n \) of asymptotic density 0 , we have

\[
n_1 = N_1. \tag{5.7}
\]

The idea of the proof is that but for a set of \( n \) of asymptotic density 0 , the number \( n_1 \) is not too large, say \( n_1 < (\log \log n)^{1/2}/\prod_{p < T} p \). For these \( n \), there is almost certainly a prime \( q||n \) with

\[
q \equiv -1 \pmod{n_1 \prod_{p < T} p}.
\]

Then but for a set of \( n \) of asymptotic density 0 , we have \( n_1 \prod_{p < T} p \mid \sigma(n) \). For these \( n \) we have \( n_1s(n) \) and \( (\prod_{p < T} p, s(n)/n_1) = 1 \), i.e. (5.7) holds.

The number of \( n \leq x \) with \( n_2 \) divisible by an \( \alpha_1 \)-primitive number \( a \) is at most

\[
\sum_{a \geq T}^{(1)} \left[ \frac{x}{a} \right] \leq x \sum_{a \geq T}^{(1)} \frac{1}{a} < \delta x
\]

by (5.5). Thus but for at most \( \delta x \) exceptional values of \( n \leq x \), we have

\[
\sigma(n_2)/n_2 < 1 + \alpha_1. \tag{5.8}
\]
Suppose now that (5.2) fails for $n$. By adding 1 to both sides, we get

$$\frac{\sigma(s(n))}{s(n)} \geq \frac{\sigma(n)}{n} + \epsilon,$$

so that from (5.7) and (5.4)

$$\frac{\sigma(N_2)}{N_2} \geq \frac{\sigma(n_2)/n_2}{\sigma(n_2)/N_2} \geq \frac{\sigma(n_2)/s(n)}{\sigma(n)/n} \geq 1 + \frac{\epsilon}{\sigma(n)/n} \geq 1 + \frac{\epsilon}{B} \geq 1 + 4\alpha_1.$$

Factor $N_2$ as $N_3N_4$ where every prime in $N_3$ also divides $n$ and $(N_4,n) = 1$. If $N_3 = \prod p_i^{\beta_i}$, where $p_i \geq T$ are distinct primes and each $\beta_i \geq 1$, then

$$\frac{\sigma(N_3)}{N_3} = \prod \frac{p_i - p_i^{-\beta_i}}{p_i - 1} < \prod \frac{p_i}{p_i - 1} \leq \left( \prod \frac{p_i}{p_i - 1} \cdot \frac{p_i}{p_i + 1} \right) \frac{\sigma(n_2)}{n_2}$$

since each $p_i \mid n_2$. Then from (5.6) and (5.8) we have

$$\frac{\sigma(N_3)}{N_3} < \left( \prod_{p \geq T} \frac{p^2}{p^2 - 1} \right) \frac{\sigma(n_2)}{n_2} < \left( 1 + \frac{1}{2} \alpha_2 \right) (1 + \alpha_1) < 1 + 2\alpha_1.$$

Thus

$$\frac{\sigma(N_4)}{N_4} = \frac{\sigma(N_2)/N_2}{\sigma(N_3)/N_3} > \frac{1 + 4\alpha_1}{1 + 2\alpha_1} > 1 + \alpha_1,$$

so $s(n)$ is divisible by an $\alpha_1$-primitive number $a_1$ not divisible by any prime below $T$ and with $(a_1,n) = 1$.

We now show that any $\alpha_1$-primitive number $a_1$ which is not divisible by any primes below $T$ must have an $\alpha_2$-primitive divisor $a_2$ with $a_2 \leq a_1^{\alpha_2/2}$. Indeed, let the distinct prime factors of $a_1$ be $q_1, \ldots, q_t$, where

$$T \leq q_1 < \cdots < q_t.$$

Let $a_0 = q_1q_2 \cdots q_{[\sqrt{T}]}$. Then

$$a_0 \leq (q_1 \cdots q_t)^{[\sqrt{T}]/t} \leq a_1^{\alpha_2/2},$$

so it is sufficient to show $\sigma(a_0)/a_0 \geq 1 + \alpha_2$, for this will guarantee it having an $\alpha_2$-primitive divisor $a_2$. 


Note that
\[ [\eta t/2] \geq \eta t/3, \]
since if not, we have \( t < 6/\eta \), which implies by (5.6)
\[
1 + \alpha_1 \leq \frac{\sigma(a_1)}{a_1} < \prod_{i \leq \eta \frac{T}{2}} \frac{q_i}{q_i - 1} < \left(1 + \frac{1}{T - 1}\right)^{6/\eta} < (1 + \alpha_2)^{6/\eta} < \left(1 + \frac{\alpha_1 \eta}{24}\right)^{6/\eta} < 1 + \frac{1}{2} \alpha_1,
\]
a contradiction. Thus from (5.6),
\[
\frac{\sigma(a_0)}{a_0} = \prod_{i \leq \eta \frac{T}{2}} \frac{q_i + 1}{q_i} > \left(\prod_{i \leq \eta \frac{T}{2}} \frac{q_i}{q_i - 1}\right) \prod_{p \geq T} \frac{p^2 - 1}{p^2} > \left(\prod_{i \leq \eta \frac{T}{2}} \frac{q_i}{q_i - 1}\right)^{[\eta t/2]/t} \left(1 + \frac{1}{2} \alpha_2\right)^{-1} > (1 + \alpha_1)^{\eta/3} \left(1 + \frac{1}{2} \alpha_2\right)^{-1} > \left(1 + \frac{24 \alpha_2}{\eta}\right)^{\eta/3} \left(1 + \frac{1}{2} \alpha_2\right)^{-1} > 1 + \alpha_2.
\]
We have seen above, but for \(O(\delta x)\) integers \( n \leq x \), if \( n \leq x \) does not satisfy (5.2), then \( s(n) \) is divisible by an \( \alpha_1 \)-primitive number \( a_1 \) with \( (a_1, n) = 1 \) and \( a_1 \) not divisible by any prime below \( T \) and further that (5.3) holds. Thus such an \( n \) must have \( s(n) \) divisible by an \( \alpha_2 \)-primitive number \( a_2 \) with \( (a_2, n) = 1 \), with \( a_2 \) not divisible by any prime below \( T \) and with
\[
a_2 \leq a_1^{\eta/2} \leq s(n)^{\eta/2} < x^{2\eta/3}
\]
for \( x \) large. For such an \( n \), we factor it as \( mp \) where \( p = P(n) \). From (5.3), \( m < x^{1-\eta}, p \mid m \). Consider the \( \alpha_2 \)-primitive number \( a_2 \) just discovered dividing \( s(n) \). We have \( s(n) = p(\sigma(m) - m) + \sigma(m) \), so that
\[
p(\sigma(m) - m) \equiv -\sigma(m) \pmod{a_2}.
\]
(5.9)
Since \( (a_2, pm) = 1 \) we have \( (a_2, \sigma(m)) = 1 \) so that there is a certain residue class \( c(m, a_2) \) mod \( a_2 \) such that if \( p, m, a_2 \) satisfy (5.9), then \( p \equiv c(m, a_2) \)
mod $a_2$. Thus but for $O(\delta x)$ integers, the number of $n \leq x$ which do not satisfy (5.2) is at most

$$\sum_{x^{2n/3} \geq a_2 \geq T}^{(2)} \sum_{m \leq x^{1-\eta}} \sum_{p \equiv a_2 \pmod{a_2}} \frac{1}{\varphi(n/m) \log(x/a_2m)} \ll \frac{x}{\eta} \sum_{a_2 \geq T} \frac{1}{\varphi(a_2)} < \delta x,$$

where we used the Brun-Titchmarsh theorem for the first inequality and (5.5) for the last.

**Theorem 5.2.** Conjecture 4 implies Conjecture 3.

**Proof:** Let $k$ be a natural number. Let $T = T(n)$ tend to infinity very slowly, say $T(n)$ is the $3k$-fold iterated logarithm. For $j = 1, \cdots, k$, factor $s_j(n) = m_j n_j$ where every prime factor of $m_j$ is less than $T$ and every prime factor of $n_j$ is at least $T$. We analogously factor $n = m_0 n_0$. In the same way as (5.7) is established, the set of $n$ for which

$$m_0 = m_1 = \cdots = m_k$$

fails has asymptotic density 0. Indeed, this is essentially established in [8].

By a simple averaging argument one can show that the set of $n$ for which

$$\sum_{p | n, p \geq T} \frac{1}{p-1} < \frac{1}{T}$$

fails has asymptotic density 0. Indeed, the average value of the sum is $\sim (T \log T)^{-1}$. But

$$\log \frac{\sigma(n_0)}{n_0} < \log \left( \prod_{p | n, p \geq T} \left( 1 + \frac{1}{p-1} \right) \right) < \sum_{p | n, p \geq T} \frac{1}{p-1}.$$

Thus, but for a set of $n$ of asymptotic density 0, we have

$$\sigma(n_j)/n_j < e^{1/T} \quad \text{for } j = 0, 1, \cdots, k,$$  \quad (5.11)
using Conjecture 4 in the form: if $A$ has an asymptotic density 0, then $s^{-1}(A)$ has asymptotic density 0.

By the same argument involved with (5.4), we have that the set of $n$ for which
\[
\frac{\sigma(m_0)}{m_0} < \log T
\]
fails has asymptotic density 0. Then from (5.10) and (5.11), for $j \leq k$ we have
\[
\frac{s_{j+1}(n)}{s_j(n)} - \frac{s(n)}{n} = \frac{\sigma(m_0)}{m_0} \left( \frac{\sigma(n_j)}{n_j} - \frac{\sigma(n_0)}{n_0} \right)
\]
\[
< (\log T)(e^{1/T} - 1) \ll (\log T)/T = o(1),
\]
which gives Conjecture 3.

REMARK. Note that (5.10), the case $j = 0$ of (5.11) (which does not require Conjecture 4) and (5.12) immediately give
\[
\frac{s(n)}{n} - \frac{s_{j+1}(n)}{s_j(n)} = \frac{\sigma(m_0)}{m_0} \left( \frac{\sigma(n_0)}{n_0} - \frac{\sigma(n_j)}{n_j} \right)
\]
\[
< (\log T)(e^{1/T} - 1) = o(1).
\]
That is, (5.1) holds for all $n$, but for a set of asymptotic density 0, the principal result of [8].

**Theorem 5.3.** Let $S_k(x)$ denote the number of odd numbers $m \leq x$ not in the range of the function $s_k$. There is a positive number $\delta_0$ such that
\[
S_k(x) \ll x^{1-\delta_0}
\]
uniformly for all natural numbers $k$ and $x > 0$.

**Proof:** Let $E(x, y)$ denote the number of odd integers $n \leq x$ with $r(n) \leq y$, where $r(n)$ is the number of representations of $n$ in the form $1 + p + q$ where $p < q$ are primes. Since
\[
s(pq) = 1 + p + q,
\]
it follows that for any $y \geq 0$
\[
S_1(x) \leq E(x, y).
\]
We now prove that for any natural number $k$ and any $y > 0$,
\[
S_{k+1}(x) \leq \frac{S_k(x^2)}{y} + E(x, y).
\]
Let $S_i$ denote the set of odd numbers not in the range of $s_j$. Suppose $n \in S_{k+1}$. Consider the $r(n)$ representations

$$n = 1 + p_i + q_i, \quad i = 1, \ldots, r(n)$$

where $p_i < q_i$ are primes. Then all of the numbers $p_i q_i$ are in $S_k$, for if $p_i q_i = s_k(m)$ for some $m$, then $n = s_{k+1}(m)$, contradicting $n \in S_{k+1}$. Note that the integers $p_i q_i$ are distinct and each $p_i q_i < n^2$. Moreover if $p'_j q'_j$ are associated with $n'$ and $n \neq n'$, then $p_i q_i \neq p'_j q'_j$. Thus

$$S_{k+1}(x) = \# \{ n \leq x : n \in S_{k+1}, r(n) \leq y \} + \# \{ n \leq x : n \in S_{k+1}, r(n) > y \}$$

$$\quad \leq \# \{ n \leq x : r(n) \leq y \} + y^{-1} \cdot \# \{ m \leq x^2 : m \in S_k \}$$

$$= E(x, y) + y^{-1} S_k(x^2),$$

which is (5.14).

Next we show there is some $\delta_1 > 0$, $B > 0$ such that

$$E(x, y) \leq By \log^{35} x$$

(5.15)

for all $x \geq 2$, $y \geq x^{1-\delta_1}$. This result follows from the proof in Montgomery and Vaughan [13]. To see this, let $E_0(x, y)$ denote the number of odd numbers $n$ with $x/2 < n \leq x$ and $r(n) \leq y$. Then from the proof in [13], we have

$$E_0(x, x^{1-\frac{3}{5}} \log^{-3} x) \ll x^{1-2\delta} \log^{35} x$$

uniformly for $\delta \leq \delta_0$ for some $\delta_0 > 0$. Let $z = x^{38/2}$. Then for $i$ such that $2^i \leq z$,

$$E_0 \left( \frac{z}{z \log^3 x}, \frac{x}{z \log^3 x} \right) \leq E_0 \left( \frac{2^{-i} x}{z \log^3 x}, \frac{2^{-i} x}{2^{-i} z \log^3 (2^{-i} x)} \right)$$

$$\ll \frac{2^{-i} x}{(2^{-i} x)^{\delta/3}} \log^{35} (2^{-i} x) \leq \frac{2^{i/3} x}{z^{4/3} \log^{35} x}.$$
Thus letting $y = x z^{-1} \log^{-3} z$, we have (5.15) for $y \geq x^{1 - \delta_0 / 2} \log^2 z$. Letting $\delta_1 = 5 \delta_0 / 4$, we have (5.15) for $y \geq x^{1 - \delta_1}$.

Suppose we know that for some specific $k \geq 1$, there is some constant $C(k) \geq B$ with

$$S_k(x) \leq C(k) x^{1 - \delta_1} \log^{38} x$$

(5.16)

for all $x \geq e$. Then letting $y = 2^{16} (C(k) / B)^{1/2} x^{1 - \delta_1}$ and using (5.14) and (5.15) we have

$$S_{k+1}(x) \leq C(k+1) x^{1 - \delta_1} \log^{38} x,$$

where

$$C(k + 1) := 2^{16} (C(k) / B)^{1/2}.$$  (5.17)

Since we have (5.16) for $k = 1$ and $C(1) = B$ by (5.13) and (5.15), we thus have it for all $k$ where $C(k)$ is inductively defined by (5.17). Note that $C(k) < 2^{40} B$ for all $k$. In addition, since $\delta_1 = 5 \delta_0 / 4$, we have our theorem.

§6. Corrections for an earlier paper

In [9], the first and third authors considered the normal number of prime factors of $\varphi(n)$. The principal result is that this normal order is $\frac{1}{2} (\log \log n)^2$ and there is a Gaussian distribution with standard deviation $\frac{1}{\sqrt{3}} (\log \log n)^{3/2}$. It has been pointed out to us by Abdelhamid Smati that there is an error in the proof of Lemma 2.2 of this paper. We now give a (hopefully) correct proof of this result.

Let $\Omega_y(n)$ denote the number of prime factors $p \leq y$ of $n$ counted with multiplicity. Lemma 2.1 of [9] gives the average order for $\Omega_y(p - 1)$ for $p$ prime:

$$\sum_{p \leq x} \Omega_y(p - 1) = \frac{x \log \log y}{\log x} + O \left( \frac{x}{\log x} \right)$$

(6.1)

uniformly for $3 \leq y \leq x$. Lemma 2.2 estimates the square mean.

"Lemma 2.2". If $3 \leq y \leq x$, then

$$\sum_{p \leq x} \Omega_y(p - 1)^2 = \frac{x (\log \log y)^2}{\log x} + O \left( \frac{x \log \log y}{\log x} \right)$$

where the implied constant is uniform.

Proof: Let $u$ range over the integers with exactly 2 distinct prime factors, neither exceeding $y$. Then

$$\sum_{p \leq x} \Omega_y(p - 1)^2 = \sum_{p \leq x} \sum_{q \leq y} \sum_{r \leq y} a^2 + 2 \sum_{p \leq x} \sum_{u \mid p - 1} 1$$

$$= S_3 + S_4,$$
ITERATES OF ARITHMETIC FUNCTIONS

say. (In [9], the expression for $S_4$ is wrong.)

As in [9], we get

$$S_3 = O\left(\frac{x \log \log y}{\log x}\right)$$

using (6.1) and the Brun-Titchmarsh inequality.

For $S_4$, we write

$$S_4 = S_{4,1} + S_{4,2}$$

where in $S_{4,1}$ neither prime power in $u$ exceeds $x^{1/6}$ and is $S_{4,2}$ at least one prime power in $u$ exceeds $x^{1/6}$. We have

$$S_{4,1} = 2 \sum_{1 < q^a, r^b \leq x^{1/6} \atop q < r \leq y} \pi(x; q^a r^b, 1)$$

$$= 2\text{li}(x) \sum_{1 < q^a, r^b \leq x^{1/6} \atop q, r \leq y} \frac{1}{\varphi(q^a r^b)} + O\left(\frac{x}{\log^2 x}\right)$$

$$= \frac{x (\log \log y)^2}{\log x} + O\left(\frac{x \log \log y}{\log x}\right)$$

using the Bombieri-Vinogradov theorem and a simple calculation.

For $S_{4,2}$ we have

$$S_{4,2} \ll \sum_{p \leq x} \Omega_y(p - 1) \ll \frac{x \log \log y}{\log x},$$

using (6.1). This, together with our estimates for $S_3$ and $S_{4,1}$ completes the proof.

A. Smati also points out that the three cases on p. 350 of [9] for $p^2 | \varphi(n)$, $p > y$ (where now $y = (\log \log x)^2$) do not exhaust all possibilities. This is fixed by changing (i) to (iv) $p^2 \mid n$. The number of $n \leq x$ in this case is at most $\sum_{p > y} x/p^2 = o(x/y) = o(x)$.

We are grateful to A. Smati for pointing these difficulties out to us.
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