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Abstract. The primorial p# of a prime p is the product of all primes q ≤ p. Let pr(n)
denote the largest prime p with p# | φ(n), where φ is Euler’s totient function. We show that
the normal order of pr(n) is log logn/ log log logn. That is, pr(n) ∼ log logn/ log log logn
as n → ∞ on a set of integers of asymptotic density 1. In fact we show there is an
asymptotic secondary term and, on a tertiary level, there is an asymptotic Poisson
distribution. We also show an analogous result for the largest integer k with k! | φ(n).

1. Introduction

Euler’s totient function φ(n) may be defined as the number of units in the residue ring
Z/nZ, or equivalently via the formula

φ(n) = n
∏
`|n

(
1− 1

`

)
,

where the product on ` is over the distinct primes dividing n. Our starting point in this
article is the following remarkable property of φ: For every fixed prime number p, almost
every value of φ(n) is divisible by p. Here ‘almost every’ means that, as x → ∞, all but
o(x) values of n ≤ x are such that p | φ(n).

How could this possibly be the case? A small piece of probabilistic reasoning dispells
the mystery: Observe that φ(n) is divisible by p whenever n is divisible by a prime ` ≡ 1
(mod p). Those primes ` make up a positive proportion of all primes, namely 1 in p− 1,
by the prime number theorem for arithmetic progressions. Almost all numbers n ≤ x
have ≈ log log x distinct prime factors (a classical result of Hardy and Ramanujan), and
it should be unusual for these many prime factors to all avoid the residue class 1 mod
p. This argument is merely heuristic, but can be made rigorous by sieve methods or by
analytic methods going back to Landau (further developed by Selberg and Delange). An
early reference for this fact about φ is [AE44]; that paper treats σ(n) (the sum-of-divisors
function) rather than φ(n), but the proof is almost the same.

It follows that there are functions y = y(x), tending monotonically to infinity, with
the property that all but o(x) values of n ≤ x are divisible by

∏
p≤y p, as x → ∞. It is

implicit in the arguments of Erdős in [Erd48] (see also [Erd61]) that y = (log log x)1−ε

is admissible, for any fixed ε ∈ (0, 1). Erdős’s reasoning is developed in [EGPS90] and
[LP02], where it is shown that we may take y = c log log x/ log log log x for some positive
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constant c. Among other things, our main result yields a very precise determination of the
allowable values of y.

We need a bit of set-up to state our main theorem. With logk denoting the k-fold
iterated logarithm, we set

A(x) =
log2 x

log3 x
+ 3

log2 x · log4 x

(log3 x)2
, B(x) =

log2 x

(log3 x)2
.

For n ≤ x and Λ real, we set

f(n,Λ) = #{primes p ≤ A(x) + Λ ·B(x) : p - φ(n)}.

Theorem 1. Fix λ > 0. Then f(n, log λ), as a statistic on integers n ≤ x, is asymptot-
ically Poisson distributed with parameter λ. That is, for each fixed nonnegative integer k,
the proportion of n ≤ x with

#{primes p ≤ A(x) + (log λ)B(x), p - φ(n)} = k

tends to e−λ
λk

k!
, as x→∞.

Taking k = 0 in Theorem 1, we deduce:

(1)
The limiting proportion of n ≤ x with φ(n) divisible by all primes up to
A(x) + (log λ)B(x) is e−λ.

This has the following immediate consequence.

Corollary 2. Whenever Λ = Λ(x) → ∞ as x → ∞, almost all n ≤ x have φ(n)
divisible by all primes up to A(x)−Λ(x)B(x), while almost no n ≤ x have φ(n) divisible by
all primes up to A(x) + Λ(x)B(x).

As the astute reader may have noticed, the argument sketched at the start of the
introduction works equally well to show that φ(n) is almost always divisible by any fixed
integer m (not necessarily prime!). This point of view suggests studying the largest factorial
dividing φ(n). In §3 we establish the natural factorial analogues of (1) and Corollary 2.

In §4 we consider the primorial and factorial problems for Carmichael’s universal
exponent function λ(n). Finally, in §5 we raise the related questions where instead of asking
what occurs for almost all n, we ask what occurs for almost all φ-values, or λ-values.

Notation. Throughout, we reserve the letters ` and p for primes. We use the notation
vp(n) to denote the largest integer v with pv | n.

2. Proof of Theorem 1

Lemma 3. Let P be a set of primes, let x ≥ 1, and let S =
∑

`∈P, `≤x
1
` . Uniformly for

all choices of P, the proportion of n ≤ x free of prime factors from P is � exp(−S).

Proof. This result follows from Brun’s sieve, see [HR74, Theorem 2.2]. �

Lemma 4. Let m be a positive integer, and let x ≥ 3. Put

S(x;m) =
∑
`≤x

`≡ 1 (mod m)

1

`
.
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Then

S(x;m) =
log2 x

φ(m)
+O

(
log (2m)

φ(m)

)
.

Proof. See Remark 1 of [Pom77] or the Lemma on p. 699 of [Nor76]. �

It will be convenient for the proof of Theorem 1 to work not with f(n,Λ) but with a
variant function that seems less natural but is more amenable to analysis. Put

φ̃(n) =
∏
`|n

`≤x1/ log3 x

(`− 1),

let
A0(x) = log2 x/ log3 x,

and define

g(n,Λ) = #{p : A0(x) < p ≤ A(x) + Λ ·B(x), and p - φ̃(n)}.
The next lemma assures us that for the density results we aim at, there is no difference
dealing with g versus f .

Lemma 5. Fix a real number Λ. The proportion of n ≤ x with f(n,Λ) 6= g(n,Λ) tends
to 0, as x→∞.

Proof. Suppose that f(n,Λ) 6= g(n,Λ). Then either there is a prime p counted by f
and not by g, or vice versa.

In the first case, we must have p ≤ A0(x). Since p - φ(n), there is no prime ` ≡ 1
(mod p) for which ` | n. By Lemmas 3 and 4, the proportion of n ≤ x satisfying this latter
condition is

� exp(−S(x; p)) ≤ exp

(
− log2 x

p− 1
+O(1)

)
� 1

log2 x
.

Summing on p ≤ A0(x), we find that the proportion of n ≤ x occurring in this first case is
O(1/(log3 x)2), and so is o(1).

In the second case, p > A0(x) and p | φ(n), but p - φ̃(n). Thus, either

(i) p2 | n, or

(ii) there is a prime ` | n, ` ≡ 1 (mod p) with ` > x1/ log3 x.

The proportion of n ≤ x for which (i) can occur (for some p) is �
∑

p>A0(x)
1
p2

, and so is

o(1). The proportion of n ≤ x for which (ii) can occur is

�
∑

A0(x)<p≤A(x)+Λ·B(x)

∑
`≡ 1 (mod p)

x1/ log3 x<`≤x

1

`
.

By Brun–Titchmarsh and partial summation, the inner sum on ` is O((log4 x)/p), making
the last display (for large x)

� log4 x
∑

A0(x)<p≤A(x)+Λ·B(x)

1

p
� log4 x

A0(x)
·#{p : A0(x) < p ≤ A(x) + Λ ·B(x)}

≤ log4 x

A0(x)
·#{p : A0(x) < p ≤ 2A0(x)} � log4 x

A0(x)
· A0(x)

logA0(x)
� log4 x

log3 x
.

Thus, the proportion of n ≤ x as in (ii) is also o(1). �
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In view of Lemma 5, to prove Theorem 1 it suffices to show that g(n, log λ) is asymptoti-
cally Poisson distributed with parameter λ. The Poisson distribution of parameter λ, which
we will denote by Po(λ), is determined by its moments (see, for instance, Theorem 30.1 on
p. 388 of [Bil95], along with Example 21.4 on p. 279 there). It is equivalent, but somewhat
simpler here, to work with factorial moments instead of moments. The rth factorial moment
of Po(λ) is λr, and so by the Fréchet-Shohat moment theorem (see [Gal95, Theorem 28, p.
81]) it is enough to prove that

lim
x→∞

1

x

∑
n≤x

g(n, log λ)(g(n, log λ)− 1) · · · (g(n, log λ)− (r − 1)) = λr

for each fixed r = 1, 2, 3, . . . .
By induction on r, or by first recognizing the falling factorial as the numerator of a

binomial coefficient, we see that

(2)
1

x

∑
n≤x

g(n, log λ)(g(n, log λ)− 1) · · · (g(n, log λ)− (r − 1))

=
1

x

∑
A0(x)<p1,...,pr≤A(x)+(log λ)B(x)

p1,...,pr distinct

#{n ≤ x : gcd(φ̃(n), p1 · · · pr) = 1}.

Fix distinct primes p1, . . . , pr as in the sum. Putting L = {` ≤ x1/ log3 x : ` ≡ 1
(mod pi) for some i}, the right-hand summand in (2) counts those n ≤ x not divisible by
any prime ` ∈ L. By the fundamental lemma of the sieve1, this count is ∼ x

∏
`∈L
(
1− 1

`

)
as x→∞, where the asymptotic holds uniformly in p1, . . . , pr. Since each ` > A0(x), this
is in turn ∼ x exp(−T ), where T =

∑
`∈L

1
` . Now

T =
r∑
i=1

∑
`≤x1/ log3 x

`≡ 1 (mod pi)

1

`
+O

(
max
i,j

∑
`≤x1/ log3 x

`≡ 1 (mod pipj)

1

`

)
.

(We suppress the dependence of the implied constant on r, which is fixed.) Since each
pipj > A0(x)2 > (log2 x)1.9, Lemma 4 implies that the O-term here is o(1), as x → ∞.
Thus, exp(−T ) ∼

∏r
i=1 exp

(
−
∑

`≤x1/ log3 x

`≡ 1(mod pi)

1
`

)
, and

1

x
#{n ≤ x : gcd(φ̃(n), p1 · · · pr) = 1} ∼

r∏
i=1

exp

(
−

∑
`≤x1/ log3 x

`≡ 1 (mod pi)

1

`

)
.

By Lemma 4, the remaining sum on ` is 1
pi−1 log2 (x1/ log3 x) + o(1) = 1

pi
log2 x + o(1), so

that the RHS displayed above is ∼
∏r
i=1 exp(− log2 x/pi). All of our asymptotic results

1Specifically, we use the following consequence of Theorem 2.5 in [HR74]: If L is any set of primes not

exceeding x1/ log3 x, then the number of n ≤ x not divisible by any member of L is ∼ x
∏
`∈L(1− 1/`), as

x→∞, uniformly in L.
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hold uniformly in p1, . . . , pr, and so summing on p1, . . . , pr yields

(3)
1

x

∑
n≤x

g(n, log λ)(g(n, log λ)− 1) · · · (g(n, log λ)− (r − 1))

∼
∑

A0(x)<p1,...,pr≤A(x)+(log λ)B(x)
p1,...,pr distinct

r∏
i=1

exp

(
− log2 x

pi

)
.

We briefly digress to study the effect of removing the distinctness condition on the pi
from this last expression. The resulting sum is the rth power of∑

A0(x)<p≤A(x)+(log λ)B(x)

exp

(
− log2 x

p

)
=

∫ A(x)+(log λ)B(x)

A0(x)
exp

(
− log2 x

u

)
dπ(u).

Write π(u) =
∫ u

2
du

log u+E(u), so that dπ(u) = du
log u+dE(u). Using that E(u)�K u/(log u)K

for every fixedK (a strong form of the prime number theorem), a straightforward computaton
shows that the integral above, with dπ(u) replaced by dE(u), is o(1). Turning to the
remaining piece of integral, we see that∫ A(x)+(log λ)B(x)

A0(x)
exp

(
− log2 x

u

)
du

log u
∼ 1

log3 x

∫ A(x)+(log λ)B(x)

A0(x)
exp

(
− log2 x

u

)
du.

Make the change of variables u = A0(x)(1 + z). Then

1

log3 x

∫ A(x)+(log λ)B(x)

A0(x)
exp

(
− log2 x

u

)
du =

A0(x)

log3 x

∫ 3 log4 x+log λ
log3 x

0
exp

(
− log3 x

1 + z

)
dz.

Now log3 x
1+z = (log3 x)(1−z)+o(1) = log3 x−z log3 x+o(1), uniformly for 0 ≤ z ≤ 3 log4 x+log λ

log3 x
.

Therefore,

A0(x)

log3 x

∫ 3 log4 x+log λ
log3 x

0
exp

(
− log3 x

1 + z

)
dz ∼ A0(x)

log2 x log3 x

∫ 3 log4 x+log λ
log3 x

0
exp(z log3 x) dz

∼ A0(x)

log2 x(log3 x)2
exp(3 log4 x+ log λ) = λ.

Collecting all of the estimates of this paragraph, we conclude that as x→∞,∑
A0(x)<p≤A(x)+(log λ)B(x)

exp

(
− log2 x

p

)
→ λ.

When r = 1, the work of the last paragraph establishes that the left-hand side of (3)
converges to λr. We also see that the same convergence assertion will follow for r > 1
provided that ∑

A0(x)<p1,...,pr≤A(x)+(log λ)B(x)
some pi = pj with i 6= j

r∏
i=1

exp

(
− log2 x

pi

)
= o(1).
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If some pi = pj , then reordering the pi, we can force p1 = p2. Thus, the above left-hand
side is

�
∑

p,p3,...,pr

exp

(
−2

log2 x

p

) r∏
i=3

exp

(
− log2 x

pi

)

=

(∑
p

exp

(
−2

log2 x

p

)) r∏
i=3

(∑
pi

exp

(
− log2 x

pi

))
�
∑
p

exp

(
−2

log2 x

p

)
,

where, as above, p and the pi range over (A0(x), A(x) + (log λ)B(x)]. The final sum on
p is o(1), since each summand is � (log2 x)−1.9 (say), and there are crudely O(log2 x)
summands. This completes the proof of Theorem 1.

Remark. One could ask not only for every prime up to a certain height to appear
in φ(n), but for those primes to appear to at least the rth power, for one’s favorite fixed
positive integer r. The above analysis can be adapted to prove an analogue of Theorem 1
in this generalized setting. Define

Ar(x) =
log2 x

log3 x
+ (4− r) log2 x · log4 x

(log3 x)2
.

For integers n ≤ x and real Λ, set

fr(n,Λ) = # {p ≤ Ar(x) + Λ ·B(x) : pr - φ(n)} .

In analogy with Theorem 1 (the case r = 1), we can show that for each fixed λ > 0, the
quantity fr(n, log{(r − 1)!λ}), considered on the integers n ≤ x, is asymptotically Poisson
distributed with parameter λ. The broad outline of the proof is the same as before; roughly
speaking, the numbers with no small prime factors from the progression 1 mod p have their
role replaced by those with at most r − 1 such prime factors. This thought is made more
explicit in the next section.

3. From primorials to factorials

In this section we prove the following analogue of (1).

(4)
Fix λ > 0. The limiting proportion of n ≤ x with φ(n) divisible by [y]!,
where y = A(x) + (log λ)B(x), is e−λ.

Note that the obvious counterpart of Corollary 2 follows as an immediate consequence.
Clearly, if byc! | φ(n), then n is divisible by the product of all primes up to y. We will

show that if n ≤ x and φ(n) is divisible by the product of all primes up to y, then apart
from o(x) exceptions, φ(n) is divisible by byc!. Thus, (4) follows from (1).

For this, we appeal to the following generalization of Lemma 3, due essentially to Halász
[Hal72].

Proposition 6. Let P be a set of primes, let x ≥ 1, and let S =
∑

`∈P, `≤x
1
` . Suppose

that 0 < δ < 2. Then for each integer m with 0 ≤ m ≤ (2− δ)S, the proportion of n ≤ x
with exactly m distinct prime factors from P is

�δ exp(−S)
Sm

m!
.



PHI, PRIMORIALS, AND POISSON 7

Actually, Halász counts prime factors with multiplicity, rather than distinct prime factors.
The modifications necessary to establish the proposition as we have stated it are described
by Norton on p. 688 of [Nor76].

We suppose now that n ≤ x, that φ(n) is divisible by all primes up to y (with y = y(x)
as in (4)), but that byc! - φ(n). Then we can find a prime p ≤ y with

1 ≤ vp(φ(n)) < vp(byc!).

Since 2 ≤ vp(byc!) =
∑

r≥1by/prc <
y
p−1 , we have p − 1 < y/2. Choose the integer k ≥ 2

with

(5)
y

k + 1
≤ p− 1 <

y

k
.

Then vp(φ(n)) ≤ k, and so n is divisible by at most k primes from P = {` ≡ 1 (mod p)}.
Put S =

∑
`≤x, `≡ 1(mod p)

1
` , so that

S =
1

p− 1
log2 x+O(1) ≥ k log2 x

y
+O(1) >

9

10
k log3 x+O(1) > 2k

for large x. By Proposition 6, the proportion of n divisible by at most k primes from P is

� exp(−S)
k∑
j=0

Sj

j!
� exp(−S)

Sk

k!
� exp(−0.9k log3 x)

Sk

k!
.

Using S ≤ log2 x
p−1 + O( log(2p)

p−1 ) � log2 x
p−1 � k log3 x (by Lemma 4) and k! ≥ (k/e)k, we find

that the last displayed expression is

�
(
C

log3 x

(log2 x)0.9

)k
,

where C is a certain absolute constant.
It remains to sum on the p’s corresponding to a given k, and then to sum on k. To

each k ≥ 2, there are (very crudely) � y/ log y � log2 x/(log3 x)2 primes p in the range
determined by (5). Hence, the proportion of n with φ(n) divisible by all primes up to y,
but not by byc!, is

�
∑
k≥2

log2 x

(log3 x)2

(
C

log3 x

(log2 x)0.9

)k
� (log2 x)−0.8,

which tends to 0 as desired.

4. Carmichael’s function

One might ask about analogues of Theorem 1 and the factorial problem of §3 for other
number theoretic functions similar to φ. As one might expect, we have the same theorems
for the sum-of-divisors function σ, since the only complications are nontrivial prime powers,
and for almost all n, nontrivial prime power divisors are small.

We now ask about Carmichael’s function λ(n). It is the order of the largest cyclic
subgroup of (Z/nZ)∗; namely, the exponent of the unit group of Z/nZ. Carmichael’s
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function is closely related to Euler’s function φ. In fact, from the theorem on the primitive
root and from the Chinese Remainder Theorem, we have that

λ(pa) = φ(pa) for p > 2 or pa < 8,

λ(2a) =
1

2
φ(2a) for a ≥ 3,

λ(mn) = lcm[λ(m), λ(n)] when gcd(m,n) = 1.

It is immediate that p | φ(n) if and only if p | λ(n), so that we have the analogue of
Theorem 1 for Carmichael’s function.2

The situation though for factorials is markedly different. Let kλ(n) denote the largest
integer k with k! | λ(n).

Lemma 7. Let ξ(n)→∞ arbitrarily slowly. There is a set of integers S of asymptotic
density 1 such that for n ∈ S,

(i) 1
ξ(n) log2 n ≤ max{2v2(p−1) : p | n} ≤ ξ(n) log2 n,

(ii) v2(λ(n)) = max{v2(p− 1) : p | n},
(iii) kλ(n) is the largest integer k with v2(k!) ≤ v2(λ(n)).

Proof. We may assume that ξ(x) ≤ log3 x. Let 2m be the least power of 2 exceeding
(log2 x)/ξ(x) and let 2M be the largest power of 2 not exceeding ξ(x) log2 x. It follows
from Lemmas 3, 4 that but for o(x) choices for integers n ≤ x we have a prime p | n with
p ≡ 1 (mod 2m). Further, it follows from Lemma 4 that the proportion of integers n ≤ x
divisible by a prime p ≡ 1 (mod 2M ) is � (log2 x)/2M = o(x). Thus, we have (i). The

only way that (ii) would not hold is if the 2-power in λ(n) is λ(2v2(n)). If also n satisfies

(i), as we may assume, and n ≤ x, this would imply that 2v2(n) > 2m > (log2 x)/ξ(x). The
number of such n is O(xξ(x)/ log2 x) = o(x) as x→∞. Thus, we have (ii).

Using (i) and (ii) we have but for o(x) choices of n ≤ x that

(6) v2(λ(n)) =
log3 x

log 2
+O(log ξ(x)).

It is clear that for any positive integer N , if k! | N , then v2(k!) ≤ v2(N). Thus, kλ(n) ≤
k0 := max{k : v2(k!) ≤ v2(λ(n))}, so it will suffice to show that k0! | λ(n) almost surely.

Note that for any positive integer N we have v2(N !) = N + O(logN), and for any
prime p, vp(N !) ≤ N/(p− 1). Using (6) we may assume for n ≤ x that

(7) k0 =
log3 x

log 2
+O(log4 x).

For p ≥ 3, we have

pvp(k0!) ≤ exp

(
k0 log p

p− 1

)
≤ exp

(
k0 log 3

2

)
= exp

(
log 3

2 log 2
log3 x+O(log4 x)

)
.

It follows that we may assume for each prime p ≥ 3 that pvp(k0!) ≤ exp(0.8 log3 x) =
(log2 x)0.8.

For q a prime power at most (log2 x)0.8, the number of n ≤ x not divisible by a prime
r ≡ 1 (mod q) is, by Lemmas 3, 4, at most x/ exp((log2 x)0.19). Summing this count for
prime powers up to (log2 x)0.8 we obtain an expression that is o(x) as x→∞, so it follows

2It is unfortunate that mathematics uses the same symbol “λ” for a Poisson variable as for Carmichael’s
function; we trust there will be no confusion.
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that but for o(x) choices of n ≤ x we have pvp(k0!) | λ(n) for all primes 3 ≤ p ≤ k0. Since by

definition we have 2v2(k0!) | λ(n), we have k0! | λ(n). This completes the proof of (iii). �

Theorem 8. For a set of integers n of asymptotic density 1 we have kλ(n) = log3 n/ log 2+
O(log4 n).

Proof. This follows immediately from Lemma 7, the definition of k0 in its proof, and
(7). �

Remark. Let s2(m) denote the number of 1’s in the binary expansion of m. One can
show that on a set of asymptotic density 1, kλ(n) is m + O(ξ(n)) where m is the largest
integer with m− s2(m) ≤ v2(λ(n)). In fact, m− s2(m) = v2(m!), so the assertion follows
from Lemma 7.

If k is even, then v2(k!) = v2((k+1)!) < v2(j!) for all j ≥ k+2. Thus, Lemma 7 implies
that on a set of asymptotic density 1, kλ(n) is an odd integer.

Let kφ(n) denote the largest integer k with k! | φ(n), namely the subject of §3. It
follows from the arguments there that if p is the largest prime with p# (the primorial of
p) dividing φ(n), then on a set of n of asymptotic density 1, p! | φ(n). In fact, on a set of
asymptotic density 1, p!M | φ(n), where M is the product of all of the composite numbers
in (p, 3

2p). (To see this assume n is large and let q run over the primes to p. If q > 3
4p,

then q - M . If 1
7p < q < 3

4p, then by the method of §3, we may assume that q11 | φ(n),
so that vq(φ(n)) ≥ vq(p!M). In addition, the method of §3 can also be used to show we
may assume that vq(φ(n)) > (log2 x)/(2(q − 1)) > vq(p!M) for all q < p/7.) Now, by a
somewhat stronger version of Bertrand’s postulate, we may assume the next prime r after
p is < 3

2p. We conclude that (r − 1)! | φ(n) and kφ(n) = r − 1. So on a set of asymptotic
density 1, kφ(n) is even. This is a striking incongruence from the situation with kλ(n).

5. A related problem

Let V = φ(N), that is, V is the set of distinct values of φ. Let V (x) denote the number
of members of V in [1, x]. After earlier work of Pillai, Erdős, Hall, Maier, and Pomerance,
we finally learned the order of magnitude of V (x) in Ford [For98]. Ignoring subsets of
V ∩ [1, x] of size o(V (x)) as x → ∞, what can be said about the largest primorial (or
factorial) which divides most members of V ∩ [1, x]? We know that most values of φ come
from small fibers, and in particular there is a set of integers S of asymptotic density 0 such
that V (x) ∼ #(φ(S) ∩ [1, x]) as x→∞. It seems likely to us that the key function here is

exponentially smaller than log2 x/ log3 x and is of the form (log3 x)1+o(1). It would be nice
to prove this assertion.

The analogous problem for Carmichael’s function λ is even more murky. Let Vλ(x)
denote the number of λ values in [1, x]. We do not know the order of magnitude of

Vλ(x), only recently learning in [FLP14] that Vλ(x) = x/(log x)η+o(1) as x → ∞, where
η = 1− (1 + log log 2)/ log 2.
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