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It is Time for Homework! (´�ω�`)

• First homework + data will be posted on the website, under the 
homework tab.

• And also sent out via email.

• 30% weekly homework. Will give out first one next Tues, due the 
following Tues.

• Each homework might have different points assigned but carry the same 
weight.

• Your other homework : read and understand the relevant chapters in the 
textbook.



• Chapter 3, Section 19 : !"±$% = !"% + !$% (population version)

• Curiously, the textbook left out the sample version: '"±$% = '"% + '$%

• First, let’s talk about the population case.

Addendum – Sum of Variance for Uncorrelated Variables



Addendum – Sum of Variance for Uncorrelated Variables

!"±$% = !"% + !$%

• My sloppy example last lecture: let’s pretend our two populations NH and CA has the same size '
(of course they don’t).

• Let X = income of a person in NH, and Y = income of a person in CA.

• When comparing two populations, we usually care about the differences in their mean. E.g. if we 
have population data, we can easily calculate *+ = *" − *$ to see if *+ > 0. 
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• My sloppy example last lecture: let’s pretend our two populations NH and CA has the same size '
(of course they don’t).

• Let X = income of a person in NH, and Y = income of a person in CA.

• When comparing two populations, we usually care about the differences in their mean. E.g. if we 
have population data, we can easily calculate *+ = *" − *$ to see if *+ > 0. 

• New variable / = 0 − 1. Then, *+ = *" − *$ by our calculation last lecture.

• What I forgot to mention is that /2 = 02+ 12 depends choosing a pairing of 02, 12.
• For example, if this pairing is done with people in similar industries or job types, there would 

probably be some correlation (since both NH and CA are in the USA).

• You can get zero correlation by pairing them randomly.

• When we do bivariate/pair data today, we will see that in the context of chapter 3, this 
population formula is actually not very meaningful.



!"±$% = !"% + !$%

• Now, let’s talk about the sampling case.

• Note: the textbook did not give the sample version of this formula in chapter 3.

• The sampling process can affect whether the variables X and Y are correlated.

• Your textbook offered a way to make sure ' and ( are uncorrelated:

• Pick a ') at random, then pick a () at random. Pair them together ('), ()).
• Since the pairing is done randomly, ' and ( will be uncorrelated.

• Random pairing makes a lot more sense when it comes to samples. E.g. difference between 
two dice rolls.

• Not so useful for comparing two populations (chapter 9 – we have a more powerful tool call 
the “sampling distribution”)

Addendum – Sum of Variance for Uncorrelated Variables



Some comments related to last lecture… 

• Medians in the Wild

In this course we define the median to be the middle value or the average of the 
middle two values, of a ranked list.

The official definition is actually “number such that 50% of the data is below this 
value”. So, many numbers can be a median.

• Estimator of the Variance, and of the Standard Deviation

• For this course, “the” estimator of the variance is,  !" = ∑(&'()*
+',

• Also, “the” estimator of the standard deviation (SD) is !.

• While Bessel’s Correction (use of - − 1) removes the underestimation in the 
former case. ! unfortunately actually overestimates the population SD.



Week 2
• Chapter 4 – Bivariate Data ß today’s lecture

Data with two/paired variables, Pearson correlation coefficient and its 
properties, general variance sum law

• Chapter 6 – Research Design ß today’s lecture

Data collection, sampling bias, causation.

• Chapter 5 – Probability

Probability, gambler’s fallacy, permutations and combinations, binomial 
distribution, Bayes’ theorem.



Chapter 4 – Bivariate Data

• Data with 2 quantitative variables for each individual / object.

• In practice, you often have k quantitative variables for each individual. 

• E.g. using *cough* Facebook *cough*, we might have access to this set of data 
about each person: ( age, gender, location, number of friends )



Chapter 4 – Bivariate Data

• Dot or scatter plots from chapter 2 are great for visualizing bivariate data.

• Important distinction : linear vs non-linear relationship.



Pearson Correlation : Chapter 4 – Section 3

• We can eyeball an intuitive difference between these three sets of data. 

• How can we quantify this difference?



Pearson Correlation : Chapter 4 – Section 3

• Super official name: Pearson product-moment correlation coefficient.

• Usual name: correlation coefficient, r.

• −1 ≤ $ ≤ 1

• $ = 1 ⇒ perfect positive linear relationship

• $ = −1 ⇒ perfect negative linear relationship

• $ = 0 ⇒ no linear relationship

• Warning: only applicable for linear relationships! à next slide



Pearson Correlation : Chapter 4 – Section 3

• Warning: only applicable for linear relationships!

• There are other mathematical measures of bivariate relationships.

• Guessing r : Chapter 4 – Section 4, important skill for the exam.



Properties of r : Chapter 4 – Section 5

Also, important for the exam.

Symmetric: correlation coefficient of X and Y = correlation coefficient of Y 
and X

(you will see why this matters when we give you the formula later)

Unaffected by linear transformations.

(useful when working with different units of measurement)

Warning: affected by non-linear transformation!



Computing r : Chapter 4 – Section 6

Population version

! = 
∑($%&')()%&*)

∑($%&')+ ∑()%&*)+

Sample version

r = 
∑($%,')()%,*)

∑($%,')+ ∑()%,*)+

For paired data (-, /).Curiously, the textbook uses ! later but 
does not talk about computing !.



A quick word about restricting the range of 
your data. 

Chapter 4 – Section 7

A possible exam question might be: what 
might happen to the value of r if you throw 
away outliers as shown in the figure à

• Usually, more data is better than less data.

• If you are throwing away data, you need a 
very good reason.

• If you are throwing away data just to 
create stronger evidence, to support your 
hypothesis…don’t let anyone know I 
taught you statistics. Please? :p



Variance Sum Law : Chapter 4 – Section 8

Population version: !"±$% = !"% + !$% ± 2(!"!$
Sample version: )"±$% = )"% + )$% ± 2*)")$

• These formulas and the exercises in the book assumed that the 
data comes with a pairing (bivariate data).



Break Time! \o/



Week 2
• Chapter 4 – Bivariate Data ß today’s lecture

Data with two/paired variables, Pearson correlation coefficient and its 
properties, general variance sum law

• Chapter 6 – Research Design ß today’s lecture

Data collection, sampling bias, causation.

• Chapter 5 – Probability

Probability, gambler’s fallacy, permutations and combinations, binomial 
distribution, Bayes’ theorem.



Research Design, Chapter 6

• Theories in science can never be proved since one can never be 100% 
certain that a new empirical finding inconsistent with the theory will never 
be found.

• Scientific theories must be potentially falsifiable. If a theory can 
accommodate all possible results then it is not a scientific theory. Therefore, 
a scientific theory should lead to testable hypotheses.

• If a hypothesis derived from a theory is confirmed then the theory has 
survived a test and it becomes more useful and better thought of by the 
researchers in the field. A theory is not confirmed when correct hypotheses 
are derived from it.

“In so far as a scientific 
statement speaks about 
reality, it must be 
falsifiable; and in so far as 
it is not falsifiable, it does 
not speak about reality.”

- Karl Popper



Public Service Announcement:

We are skipping Chapter 6, Section 3, titled “Measurement”.



Sampling Bias, Chapter 6, Section 5

For the exams, you do not have to memorize the names of these biases. But you 
should be able to recognize when a bias could occur.

• Self – Selection Bias : asking people to nominate themselves, not randomizing 
treatment and control group.

• Under-coverage Bias :  the way you collect samples could discourage certain 
groups from responding. E.g. the poor not having telephones example in the 
textbook. 

• Survivorship Bias : famous world war 2 aircraft armor example in the textbook, 
studying only people who perform well in gambling or the stock market.
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Experimental Design, Chapter 6, Section 6

Memorize: no. Understand: yes.

• Between-Subjects : different groups used for different possibility of the 
independent variable.

• Within-Subject : same subject tested with all possibilities of the independent 
variables.

Both cases : want to study the relationship between the independent variable and 
the dependent variable.

• Counter-balancing : in a within-subject design, the order which you test the 
possibilities might affect the result. Need to randomize the order.

• Multi-Factor Between Subject : two or more independent variables.



Causation, Chapter 6, Section 7

• Correlation does not imply causation : 

http://www.tylervigen.com/spurious-correlations



Causation, Chapter 6, Section 7

• Correlation does not imply causation

• Confounding variable

How can we establish causation?

This is a deep philosophical question. Even defining 
causation is difficult.

From a statistics point of view: we use statistics to guide 
us towards possible theories. Then, try to explain why the 
theory should be true. 

E.g. smoking is correlated with cancer, but this is 
supported by scientific understanding of the underlying 
mechanism. 


