
Math 20: Probability

Homework 7

August 13, 2020

Problem 1

4 pts

Chapter 6.2 Exercise 15

Suppose that n people have their hats returned at random. Let Xi = 1 if

the ithe person gets his or her own hat back and 0 otherwise. Let Sn =

n∑
i=1

Xi.

Then Sn is the total number of people who get their own hats back. Show that

(a) E(X2
i ) = 1

n .

1 pts

We know that the distribution function of Xi is

m(Xi) =

{
1
n , Xi = 1

1− 1
n . Xi = 0

Hence

E(X2
i ) = 12 × 1

n
+ 02 × (1− 1

n
) =

1

n
.

(b) E(Xi ·Xj) = 1
n(n−1) for i 6= j.
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1 pts

We know that only when X1 = X2 = 1 (both the ith and the jth
persons get their hats back), Xi ·Xj = 1. Otherwise, the product
is 0.

And the probability of getting Xi ·Xj = 1 is (n−2)!
n! = 1

n(n−1) .

Hence

E(Xi ·Xj) = 1× 1

n(n− 1)
+ 0× (1− 1

n(n− 1)
) =

1

n(n− 1)
.

(c) E(S2
n) = 2 (using (a) and (b)).

1 pts

E(S2
n) = E((

n∑
i=1

Xi)
2)

= E(

n∑
i=1

X2
i + 2

n∑
i=1

n∑
j=i+1

XiXj)

=

n∑
i=1

E(X2
i ) + 2

n∑
i=1

n∑
j=i+1

E(XiXj)

= n× 1

n
+ 2× n2 − n

2
× 1

n(n− 1)

= 1 + 1

= 2.

(d) V (Sn) = 1.
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1 pts

We know that E(Sn) = E(

n∑
i=1

Xi) =

n∑
i=1

E(Xi) = 1.

Therefore,

V (Sn) = E(S2
n)− E2(Sn)

= 2− 1

= 1.

Problem 2

4 pts

Chapter 6.2 Exercise 20

We have two instruments that measure the distance between two points. The
measurements given by the two instruments are random variables X1 and X2

that are independent with E(X1) = E(X2) = µ, where µ is the true distance.
From experience with instruments, we know the values of the variances σ2

1 and
σ2
2 . These variances are not necessarily the same. From two measurements, we

estimate µ by the weighted average µ̄ = ωX1 + (1− ω)X2. Here ω is chosen in
[0, 1] to minimize the variance of µ̄.

(a) What is E(µ̄)?

2 pts

E(µ̄) = E(ωX1 + (1− ω)X2) = ωE(X1) + (1− ω)E(X2) = µ.

(b) How should ω be chosen in [0, 1] to minimize the variance of µ̄?
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2 pts

V (µ̄) = V (ωX1 + (1− ω)X2)

= ω2V (X1) + (1− ω)2V (X2)

= ω2σ2
1 + (1− ω)2σ2

2 .

And the derivative with respect to ω is

d

dω
V (µ̄) = 2ωσ2

1 − 2(1− ω)σ2
2 .

When d
dωV (µ̄) = 0, we have

ω =
σ2
2

σ2
1 + σ2

2

.

Problem 3

4 pts

Chapter 6.2 Exercise 22

Let X and Y be two random variables defined on the finite sample space Ω.
Assume that X, Y , X + Y , and X − Y all have the same distribution. Prove
that P (X = Y = 0) = 1.
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4 pts

We know that if two random variables have the same distribution, they
share the same expected value and variance.

Therefore, we have

E(X) = E(Y ) = E(X + Y ) = E(X) + E(Y ).

Hence, we get that

E(X) = E(Y ) = 0.

Further, we also have

V (X + Y ) = V (X) + V (Y ) + 2COV (X,Y ) =

V (X − Y ) = V (X) + V (Y )− 2COV (X,Y ).

Thus, we get that

COV (X,Y ) = 0.

As

V (X) = V (Y ) = V (X+Y ) = V (X)+V (Y )+2COV (X,Y ) = V (X)+V (Y ),

we know that

V (X) = V (Y ) = 0.

Given that E(X) = E(Y ) = 0 and that V (X) = V (Y ), we conclude that
X = Y = 0. That is, P (X = Y = 0) = 1.

Problem 4

4 pts

Chapter 6.3 Exercise 3

The lifetime, measure in hours, of the ACME super light bulb is a random
variable T with density function fT (t) = λ2te−λt, where λ = 0.05. What is the
expected lifetime of this light bulb? What is its variance?
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2 pts

The expected value is

E(T ) =

∫ +∞

0

tfT (t)dt

=

∫ +∞

0

λ2t2e−λtdt

=
1

λ

∫ +∞

0

u2e−udu

=
2

λ
= 40.

2 pts

The variance is

V (T ) =

∫ +∞

0

t2fT (t)dt− E2(T )

=

∫ +∞

0

λ2t3e−λtdt− E2(T )

=
1

λ2

∫ +∞

0

u3e−udu− E2(T )

=
6

λ2
− 4

λ2

=
2

λ2

= 800.

Problem 5

4 pts

Chapter 6.3 Exercise 8

Let X be a random variable with mean µ and variance σ2. Let Y =
aX2 + bX + c. Find the expected value of Y .
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4 pts

E(Y ) = E(aX2 + bX + c)

= aE(X2) + bE(X) + E(c)

= a(V (X) + E2(X)) + bE(X) + c

= a(σ2 + µ2) + bµ+ c.

Problem 6

5 pts

Chapter 6.3 Exercise 10

Let X and Y be independent random variables with uniform density func-
tions on [0, 1]. Find

(a) E(|X − Y |).

1 pts

Given that f(x) = 2− 2x on [0, 1], we have

E(|X − Y |) =

∫ 1

0

x(2− 2x)dx =
1

3
.

(b) E(max(X,Y )).

1 pts

Given that f(x) = 2x on [0, 1], we have

E(|X − Y |) =

∫ 1

0

2x2dx =
2

3
.

(c) E(min(X,Y )).
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1 pts

Given that f(x) = 2− 2x on [0, 1], we have

E(|X − Y |) =

∫ 1

0

x(2− 2x)dx =
1

3
.

(d) E(X2 + Y 2).

1 pts

E(X2 + Y 2) = E(X2) + E(Y 2) = 2E(X2) = 2

∫ 1

0

x2dx =
2

3
.

(e) E((X + Y )2).

1 pts

E((X + Y )2) = E(X2 + 2XY + 2Y 2)

= E(X2) + 2E(XY ) + E(Y 2)

= 2E(X2) + 2E2(X)

=
2

3
+

1

2

=
7

6
.

Problem 7

4 pts

Chapter 6.3 Exercise 12

Find E(XY ), where X and Y are independent random variables which are
uniform on [0, 1].

Note: No simulation needed.
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4 pts

E(XY ) =

∫ 1

0

∫ 1

0

xydxdy

=

∫ 1

0

(
1

y
xy+1|10)dy =

∫ 1

0

1

y + 1
dy

= ln(y + 1)|10 = ln(2).
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