
Mathematics 33

Homework Assignment #3

Due Wednesday, April 19

1. (4 points). Let C[0; 1] denote the set of all continuous functions f (x); x 2 [0; 1] with the

scalar product de¯ned as (f; g) =
R 1
0 f (x)g(x)dx: Let p0(x) = 1 be the null-degree polynomial on

x 2 [0; 1]: Find the ¯rst-degree polynomial p1(x) = a+ bx such that p0 ? p1 and kp1k = 1:
Solution. We ¯nd a and b from the conditions

(p0; p1) =
Z 1

0
(a+ bx)dx = 0; kp1k2 =

Z 1

0
(a+ bx)2dx = 1:

We have

Z 1

0
(a+ bx)dx = a+ b=2 = 0;

Z 1

0
(a+ bx)2dx =

Z 1

0
(a2 + 2abx+ b2x2)dx = a2 + ab+ b2=3 = 1:

From the ¯rst equation we have b = ¡2a and substituting it into the second equation we obtain
a2 ¡ 2a2 + 4a2=3 = 1 which yields a = §

p
3 and b = ¡2

p
3 if a =

p
3 and b = 2

p
3 if a = ¡

p
3

(two solutions). Finally, we have p1(x) = §
p
3(1¡ 2x).

2. (5 points). Check that functions p0(x) = 1 and p1(x) = x¡ ¼=4 are orthogonal on C[0; ¼=2]:
Find the best linear approximation of f (x) = sin x by p0 and p1 on [0; ¼=2]: Compute the squared

norm of approximation.

Solution. To prove the orthogonality we need to show that
R ¼=2
0 (x¡ ¼=4)dx = 0: We have

Z ¼=2

0
(x¡ ¼=4)dx = 1

2

µ
¼

2

¶2
¡ ¼

2

¼

4
= 0:

The best linear approximation for f(x) is found in the form ¸0p0(x) + ¸1p1(x) where

¸0 =
(f; p0)

kp0k2
; ¸1 =

(f; p1)

kp1k2
:

We have

(f; p0) =
Z ¼=2

0
sin xdx = ¡ cos xj¼=20 = 1; kp0k2 =

Z ¼=2

0
dx = ¼=2;

(f; p1) =
Z ¼=2

0
(x¡ ¼=4) sin xdx =

Z ¼=2

0
x sin xdx¡ ¼=4

Z ¼=2

0
sin xdx = 1¡ ¼=4;

kp1k2 =
Z ¼=2

0
(x¡ ¼=4)2dx = ¼3=96:



Thus,

¸0 =
2

¼
; ¸1 =

1¡ ¼=4
¼3=96

;

and the best linear approximation for sin x on [0; ¼=2] is

bf = ¸0p0(x) + ¸1p1(x) =
2

¼
+ 96

1¡ ¼=4
¼3

(x¡ ¼

4
) = 0:1477 + 0:66444x;

see the graph below. The squared norm of approximation is computed as

Z ¼=2

0
(sin x¡ 0:1477¡ 0:66444x)2dx =

Z ¼=2

0
sin2 xdx¡

Z ¼=2

0
(0:1477 + 0:66444x)2 dx

= 7: 8919£ 10¡3:

3. (5 points). Find the ¯rst-order approximation of sinx at x0 = 0 using Taylor series expansion

and compute the squared norm of approximation using the scalar product (f; g) =
R ¼=2
0 f(x)g(x)dx:

Solution. Taylor series expansion of the ¯rst-order of sin x at x0 = 0 gives sin x ' x: The squared

norm of approximation is

Z ¼=2

0
(x¡ sinx)2dx =

Z ¼=2

0
sin2 xdx¡ 2

Z ¼=2

0
x sinxdx+

Z ¼=2

0
x2dx =

1

4
¼¡ 2+ 1

24
¼3 = 7:7326£ 10¡2

We notice that the error is larger than in the previous problem. It must be larger because the

approximation in the previous problem provides the minimum of the error.
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Approximation of sinx on [0; ¼=2] by two linear functions. The ¯rst is the best
linear approximation (solid) and the second is the ¯rst-order Taylor series expansion
(dashed). The latter has a larger approximation error.

4. (7 points). Determine the Fourier series expansion of the function f(x) = ¼2 ¡ x2 for

¡¼ · x · ¼: Compute the squared norm of approximation based on the ¯rst two terms of the

Fourier series.
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Solution. Since f (x) is an even function bn = 0: The constant term is

a0 =
1

¼

Z ¼

¡¼
(¼2 ¡ x2)dx = 4

3
¼2:

The an term is

an =
1

¼

Z ¼

¡¼
(¼2 ¡ x2) cosnxdx = ¼

Z ¼

¡¼
cosnxdx¡ 1

¼

Z ¼

¡¼
x2 cosnxdx

= ¼
µ
1

n
sin nx

¶¯̄
¯̄
¼

¡¼
¡ 1

¼

Ã
2x cosnx

n2
+
(n2x2 ¡ 2) sinnx

n3

!¯̄
¯̄
¯

¼

¡¼

= (¡1)n+1 4
n2
:

Finally, the Fourier series is

¼2 ¡ x2 = 2

3
¼2 + 4

µ
cosx¡ 1

22
cos 2x+

1

32
cos 3x¡ 1

42
cos 4x+ :::

¶

The ¯rst two terms give the approximation

¼2 ¡ x2 ' 2

3
¼2 + 4 cosx;

plotted below.
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Bold { function ¼2¡x2 on [¡¼; ¼]; solid { approximation based on the ¯rst two terms
of Fourier series.

The squared norm of approximation is computed by the formula

Z ¼

¡¼
(¼2 ¡ x2 ¡ 2

3
¼2 ¡ 4 cosx)2dx

=
Z ¼

¡¼
(¼2 ¡ x2)2dx¡ ¼

µ
1

2
a20 + a

2
1

¶
=
16

15
¼5 ¡ ¼

µ
16

18
¼4 + 42

¶
= 4:138:
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