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Examples of continuous random variables



Uniform (section 2.3)
» X~ R(a, b) or Uniform(a, b).
> pdf {x) = 31, x € (a, b).
> cdf F(x) = =2, x€ (a, b).



Exponential (section 2.4)

Waiting time or survival analysis
X~ E(A), A: rate.

pdf fx; \) = Ae™ ™.

cdf F(x;\) =1 — e,

E(X) = 1 and Var(X) = %2.
An interpretation of F(x) :
probability of death by time x.

» S(x) =1 — F(x) survival function:
probability of survival until x.

> H(x) = % hazard function:

instantaneous relative mortality

>
>
>
>
>
>



Exponential (section 2.4)

Example 2.16 Waiting for a call from Bill starting from 10 am. If
the call follows an exponential distribution with A = 1/10,

(a) Probability of having a call between 10:00 am to 10:10 am
(b) Probability of having a call between 10:10 am to 11:00 am.



Laplace (or double exponential) (section 2.4.1)

> X~ L(N).

> pdf f{x;\) = 2e A

/\e)‘X if x<0
— 3™ ifx>0

» has many applications in sparse reconstruction.
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Gamma distribution (section 2.6)

> X~ G(a,A), a: shape, \: rate.
» When a € N, X is the sum of « independent exponential

distributions of the same rate \.
> f(x a,\) = I.(Z)x"‘_le_)‘x, x>0

= [o7 u*"te du, o > 0 satisfying
1 F(l) =r2)=1

Ma+1)=al(a)
M(n
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> E(X) =5 Var(X) = %



Relationship between Poisson and Gamma
X ~ Poisson(\) and Y~ '(a, \)

Fpoisson(a -1 )\) =1- Fgamma(l; «, )\)



Beta distributions (section 2.14)
> X~ B(a, ), a,p : shape
> pdf f(x; , B) = aﬁ)xafl(l—x)ﬁfl,0<x< 1,a>0,>0
> Here B(a, 8) = [y x* (1 — x)PLdx = TlW)

T (a+p)
af
> BX) =335 VarlX) = Grarnarar
» Relationship between Beta and Binomial
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