
Math 50 Fall 2017

Practice session

• Note: For coe�cients, we refer to least square estimation unless otherwise speci�ed.

(1) In simple linear regression does the slope of the �tted line vary from one sample set to another?

(2) What can you say about this deviation?

(3) Given a linear model z = β0 + β1x + ε, with assumptions as before. Suppose that you know

exactly what are β0,β1 and σ.

(a) Can you exactly calculate z for a given x ?

(b) Can you give a prediction interval for z without doing regression analysis ?

(4) In simple regression we assumed that εi ∼ NID(o, σ2) . Suppose this is not true and V ar(εi)

is not constant such that it decreases as x increases. Plot scatter diagram of a sample (of

10-20 points) that demonstrates such a behaviour. (For simplicity you can suppose your �tted

coe�cients are β0 = 0, β1 = 1).

(5) [T/F] σ̂2 is a n unbiased estimator of σ2

(6) Is it possible that σ̂2 is signi�cantly less than σ2?

(7) (*) At what x is the CI for E(y|x) narrowest? At that particular point, what happens to the

length of that interval as sample size n tends to in�nity? How do you explain this?

(8) (*) At what x is the PI for y narrowest? At that particular point, what happens to the length

of that interval as sample size n tends to in�nity? How do you explain this? (note: as dof →∞

t-distribution approaches to the normal distribution).

(9) In simple linear regression (for y ∼ x) the �tted regression line L is of the form __________________,

and the line L can be used

[T/F]: to predict the value of y at a given x

[T/F]: to visually analyze and check if relation is linear

[T/F]: to estimate the rate of change in y as x decreases

(10) In simple linear regression, suppose we replaced observed values yi with yi − C0 for some

constant C0. What happens to the coe�cients ?

(11) How about in multiple linear regression ?

(12) In simple linear regression, suppose we replaced xi with xi + C0 for some constant C0. What

happens to the �tted line ?

(13) How about in multiple linear regression ?

(14) Using no intercept model, can you obtain a simple regression model that passes through a given

point (x0, y0)? (Hint consider no-intercept model as the model that passes through (0, 0)).
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For the next 6-question consider multiple regression model

y = β0 + β1x1 + β2x2 + β3x3 + εi,

where εi ∼ NID(o, σ2). From 20 observations above model is �tted. Following results ob-

tained.

Coe�. Estimate se
(
β̂i

)
SST ≈ 101.6 SSR ≈ 77.1

β̂0 6.1 5.0

β̂1 -2.2 1.1

β̂2 31.2 6

β̂3 5.1 2.0

Answer below questions, otherwise if the given information is not su�cient, then state that.

(15) What is degrees of freedom ?

(16) Compute test statistic F0 for signi�cance of regression

(17) Test for signi�cance of individual regression coe�cients (α = 0.05). Give an interpretation for

these results.

(18) What is the Prob(β3 > 2.58) ?

(19) Estimate σ2

(20) What is the smallest value G1 such that the statement

β3 > G1 with confidence level 99%

is rejected.
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(21) .

(22) In extra sum of squares method, we estimated contribution of a subset of regressors using

sum of squares due to those regressors. Is it possible that SSR( ~β2| ~β1) is very small (and test

statistic F0is also small) but the regressors corresponding to coe�cients in ~β2 has a strong

cause-e�ect relationship with the response variable y.

(23) Let ~β =

 ~β1

~β2

. Is it true that SSR( ~β1| ~β2) + SSR( ~β2| ~β1) = SSR(~β). Under what condition

this might be true?

(24) For y = β0 + β1x1 + β2x2 + ε. Using a sample data of size 3, give an example of hidden

extrapolation. (also give a sketch of x1 − x2 plane)

(25) Suppose Covar (β0, β1) = 0, draw few possible shapes for 95% joint con�dence region of

~β =

 β0

β1

 .
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(26) Is it likely that below plot be 90% prediction interval of y? Why?

.

(27) From book (2.24, 2.29, 3.30, 3.21 )
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