Math 56, Winter 2025 Dartmouth College
PS #5 — Iterative methods

Due: 3/10/25, 11:59 PM Instructor: Jonathan Lindbloom

Problem 1. Let A € R™ ™ be positive definite. For Richardson’s method
Xpr1 = X +a(b — Axyg), k=1,2,..., (1)

show that the spectral radius p(T) of the iteration matrix T (governing the convergence rate) is minimized with
the choice
B 2
Copt = )\min(A) + Amax(A) .

Furthermore, for the choice av = apt, find an expression for p(T) in terms of the condition number of A.

(2)

Problem 2.  Let A be an SPD matrix, and let ¢(x) = $x7 Ax — bTx. Give a justification for the formulas

[ 9% Po . 0% ]
Ox% Ox10x9 0x10Tn
a a T 824,0 . .
Vox) = |55 72| =Ax—b, H, = | 0720m =A. (3)

L Oz, 0x1 or2 |

If helpful, you may consider a simple 2 x 2 or 3 x 3 matrix A.

Problem 3. Let {uj,...,u,} be a set of linearly independent vectors in R", and let A € R"*" be SPD.

Explain how a set of A-conjugate vectors {vy,...,v,} can be computed (i.e., vl Av; = 0 if i # j).

Problem 4. In this problem we derive some properties of the CG method. Let A € R™" be SPD. Recall that
the CG method begins by defining an initial condition xy € R™ as well as an initial direction dy = rg = b — Axy.
Then, subsequence approximate solutions xj are computed via the iteration

(rg, dy)
Xp4+1 = X + odg, Qg (dp, dp)a’ (4)
ri1,d
dit1 = rpy1 + Bedy,  SBr = —W, (5)
for Kk =0,1,..., until convergence.
Part (a): Prove the two relations
rpp1 = ry — apAdy, (6)
ri+1 = dg1 — Brdy, (7)
for k > 0.
Part (b): Show that each of
(r1,ro) =0, (8)
(r1,do) =0, 9)
(d1,dg)a =0, (10)
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is satisfied. Bonus part (c): Assume that each of

(rg,rj) =0, (11)
(ry,d;) =0, (12)
(dg,dj)a =0, (13)

is satisfied for some k € N and for all j < k — 1. Show that this implies that each of

(ky1,15) =0, (14)
(ri41,d;) =0, (15)
(di+1,dj)a =0, (16)

is satisfied for all j < k.
Part (d): Use these relations to explain why dj. is always a descent direction of ¢(x) = ixTAx — bTx at
the point x;41 (i.e., show that (dyxt1, Vi(xk+1)) < 0).

Problem 5. Let A € R™"™ and b € R™. Furthermore, suppose that AV, = Vi, H where Vi, =

Vi, Vier1] = [Vi,...,Ver1] has orthonormal columns and H € R*+DxXE js ypper Hessenberg. Suppose that
+ +

vi = b/||b||2. Show that

argmin ||Ax — b||3 =V}, [ argmin |Hz — Be; |3 (17)
xecol(Vy) zERk

where e; = (1,0,...,0)T € R¥*! and 8 = ||b||z.

Page 2 of 2



