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ABSTRACT

Direct image formation in synthetic aperture radar (SAR) involves processing of data modeled as Fourier coefficients that lie on a polar grid. Often in such data acquisition processes, imperfections in the data cannot simply be modeled as additive or even multiplicative noise errors. In the case of SAR, errors in the data can exist due to the imprecise estimation of the round trip wave propagation time, which manifests as linearly varying phase errors in the antenna data across the pulses. To correct for these errors, we propose a phase correction scheme that relies on both the on smoothness characteristics of the image and the phase corrections associated with neighboring pulses, which are possibly highly correlated due to the nature of the data offsetting. Our model takes advantage of these correlations and smoothness characteristics simultaneously for a new autofocusing approach. Our algorithm for the proposed model alternates between approximation of image features and phase error estimates according to the model.
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1. INTRODUCTION

Imaging via synthetic aperture radar (SAR) is a well-established technique for effective scene imaging under most conditions, with resolution up to a few centimeters\textsuperscript{1,2}. SAR works by acquiring data from a number of different viewpoints, or azimuth angles, by moving the transmission mechanism around a flight path about the scene. At each azimuth angle, an electromagnetic (EM) wave with microwave length frequencies is transmitted towards the scene and scattered from obstructions, or “scatterers,” within the scene. The scattered echo response from the scene is measured, and it serves as the data from which to reconstruct the image.

This measurement process requires knowledge of the round trip time required for the EM wave to travel to the scene and return back to the sensing mechanism. Under ideal conditions, the distance from the scene center to the transmission and sensing mechanisms is accurately known, and the EM wave travels at precisely the speed to light in a vacuum. In this setting, the round trip time is assumed to be known perfectly. In practice however, this distance may only be approximately known, and atmospheric disturbances can delay the wave propagation. Moreover, because EM waves propagate at a very high speed, minute errors in the measurement of the distance to the scene can result in significant relative errors in the round trip time estimates. These errors manifest as phase errors in a reconstructed image, which is then characterized as defocused. Thus, a number of autofocusing algorithms have been designed to alleviate this issue\textsuperscript{3–6}.

Typically, the Phase Gradient Autofocus (PGA) algorithm\textsuperscript{5,7} has been used to correct for these errors. PGA is an iterative post processing algorithm that makes a robust estimation of the gradient of the phase error. The estimation process exploits the redundancy of the phase error information contained in the defocused image. The PGA algorithm requires circular shifting of data to remove frequency offset due to Doppler shifting of the scatterer, windowing of the circularly shifted imagery to preserve the width of the dominant scatterers in the scene, a phase gradient estimation, and an iterative correction process to remove any estimation bias.

Within the PGA algorithm, Fourier transforms between the image and the range-compressed domains are required for each iteration, and such processing must be performed over many range bins to take advantage of
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the redundancy in the data. Thus, the PGA algorithm can become computationally burdensome. Also, PGA is
strictly a post processing algorithm.

Alternatively, we propose a regularization based autofocus procedure that jointly estimates the underlying image and its corresponding phase errors. Similar techniques were proposed in Ref. 3,8–10, however our algorithm additionally exploits the redundancies and correlations present in the unknown phase errors. In addition, we more carefully exploit the nature of the unknown phase errors, as they vary linearly with respect to the frequencies.

In Ref. 10, a weighted least-squares estimation of these phase errors is formulated without making assumptions on the noise model or underlying scene. The weights are calculated to be inversely proportional to the variance of the phase in each range bin, and the method is shown to minimize the variance of the residual phase error. Though this method is robust to various noise models, estimation can be improved by the incorporation of prior knowledge about the scene and phase errors.

The effects of phase errors on an under-sampled SAR system were investigated by Kelly et. al. in Ref. 8. The authors consider the SAR data to be under-sampled in the cross-range dimension, with phase errors assumed constant. They assume a sparse number of scatterers in the underlying scene and jointly optimize for the phase errors and the imagery. Uur and Arikan9 improve the the work of Kelley et. al.8 by incorporating a total variation constraint on the reconstructed scene.

Related approaches to this paper were demonstrated in Ref. 3 and Ref. 11. The authors enforce that the phase errors vary along the cross-range direction in the frequency domain. The phase errors and imagery are found through an alternating optimization procedure, and the underlying scene is assumed to be dominated by a small number of strong scatterers. This assumption on the scene was incorporated into the cost function by sparsity promoting $\ell_1$ and $\ell_p$ norms with $p < 1$. Though the results are promising, these previous papers do not model the true correlation of phase errors across azimuth locations, and do not exploit the linearly varying phase error with respect to the frequencies. In the development of our techniques, we will exploit these correlations through additional regularization constraints, while also enforcing smoothness and sharpness of edges within the scene.

2. PROBLEM DESCRIPTION
In the following development of the problem, we generally follow the work of Jakowatz et. al.,12 in particular the content contained within Chapter 4. We let $f$ denote be the 2D reflective scene of scattering objects that we want to image, and suppose $f$ is defined over a disc centered at the origin with radius $R_0$. Then at a particular position in the sensing process, indicated by an azimuth angle $\theta$, the transmitted linear FM chirp mixes with the scene in a way which is dependent upon the angle $\theta$ that the chirp is emitted*. In particular, in the far field case, once the transmitted signal reaches the scene it has essentially a planar wave front, and thus the points in the scene along each line perpendicular to the direction of the chirp all mix with the same values. Therefore, we can simplify this 2D setup to a 1D process by compressing the scatterers along each of these lines to a single point. We call this compression the projection of $f$ or, more generally, the Radon transform of $f$ at angle $\theta$, which can be expressed mathematically as

$$\mathbf{P} f(u, \theta) = \int \int_{x^2+y^2 \leq R_0^2} f(x, y) \delta(u - (x, y) \cdot (\cos \theta, \sin \theta)) \, dx \, dy \tag{1}$$

The microwave signal that is transmitted and mixes with the scene is given by the real part of

$$s(t) = \begin{cases} e^{i(\omega t + \alpha t^2)}, & |t| \leq \frac{T}{2}, \\ 0, & \text{otherwise} \end{cases}, \tag{2}$$

where $\omega$ is the carrier frequency, $2\alpha$ is the chirp rate, and $T > 0$ is the pulse duration. This chirp signal mixes with the scene to yield reflected signals of the form

$$r(t, \theta) = \text{Re} \left\{ \int_{-R_0}^{R_0} \mathbf{P} f(u, \theta) (s(t - \tau_0 - \tau(u))) \, du \right\}. \tag{3}$$

*In practice, there is also a relevant angle of elevation, but we can ignore it here.
Here $\tau_0 + \tau(u)$ is the estimated round trip time for the chirp to travel to the scene position $u$. The value $\tau_0$ is the round trip time required for the chirp to travel to the scene center, and $\tau(u)$ is the additional travel time for any particular position in the scene $u$. These values are given by $\tau_0 = 2R/c$ and $\tau(u) = 2u/c$, where $R$ is the distance from the transmitter/receiver to the scene center, and $c$ is the speed of light in a vacuum.

In order to extract approximate instantaneous frequency information (i.e., the classical Fourier transform of $f$) from the chirp response, a deramping process is implemented. In brief, this process requires the following steps:

1. Demodulation of $r(t, \theta)$ for each $\theta$ by multiplication with

$$d_1(t) = \cos(\omega(t - \tau_0) + \alpha(t - \tau_0)^2) \quad \text{and} \quad d_2(t) = \sin(\omega(t - \tau_0) + \alpha(t - \tau_0)^2)$$

(4)

to obtain $r_d(t, \theta) = r(t, \theta)(d_1(t) - id_2(t))$. Using the appropriate trigonometric identities, one can show this yields

$$r_d(t, \theta) = \frac{1}{2} \int_{-R_0}^{R_0} Pf(u, \theta) \exp\{i(2(\omega - \tau(u)) - 2\tau_0) \alpha((t - \tau_0)^2 + (t - u)^2 - \tau_0)^2)\} \, du$$

$$+ \frac{1}{2} \int_{-R_0}^{R_0} Pf(u, \theta) \exp\{i(\alpha \tau^2(u) - \tau(u)(\omega + 2\alpha(t - \tau_0)))\} \, du.$$  

(5)

2. Low pass filtering of the result from step 1 to remove the first term.

From here, if we suppose that the chirp rate $\alpha$ and the scene radius $R_0$ are sufficiently small, then $\alpha \tau^2(u) = \frac{4\alpha u^2}{c^2} \approx 0$, so that $e^{i\alpha \tau^2(u)} \approx 1$, then the resulting approximation is given by

$$r_{\ell, d}(k, \theta) = \int_{-R_0}^{R_0} Pf(u, \theta) e^{-iku} \, du,$$

(6)

where $k = k(t) := \frac{1}{2}(\omega + 2\alpha(t - \tau_0))$. In other words, the demodulation approximately yields the Fourier coefficients of the projection of $f$, which are just Fourier coefficients of $f$ by the projection slice theorem, i.e. $r_{\ell, d}(k, \theta) = \tilde{f}(k \cos \theta, k \sin \theta)$ where $\tilde{f}$ denotes the Fourier transform of $f$.

An error in the estimated round trip propagation time means that the input $\tau_0$ is incorrect, which likely varies with respect to the particular angle. Therefore, to determine the result of this error, we may replace $\tau_0$ by $\tau_0 + \epsilon(\theta)$ in either (3) or (4). Doing so, and again performing the same calculations as were done in the case of no error, yields

$$\tilde{r}_{\ell, d}(k, \theta) = e^{-iku(\theta)} \int_{-R_0}^{R_0} Pf(u, \theta) e^{-iku} \, du,$$

(7)

where $\phi(\theta) = \frac{\epsilon(\theta) c}{2}$ and $k$ is as before. Here, we also used the approximation $\alpha \epsilon^2(\theta) \approx 0$.

### 3. PROPOSED AUTOFOCUSING

Our proposed autofocusing algorithm follows the general methodology proposed by Cetin et. al. and others,\textsuperscript{3,6,11} by alternating between the recovery of the image information $f$ and the phase errors $\phi(\theta)$. The significant alternative to our approach is in the characterization of the phase errors as varying linearly as written in (7).

For the necessary discretization of the problem, suppose the frequencies values are given by $k_1, k_2, \ldots, k_N$, and the angles are given by $\theta_1, \theta_2, \ldots, \theta_P$, where the indexing of each is by increasing order. Let $F : C^{n \times n} \rightarrow C^{N \times P}$ denote the ideal forward operator that maps $f \in C^{n \times n}$ to $r_{\ell, d}(k, \theta)$ as given in (6).\textsuperscript{4} Let $b$ denote the vector containing the ideal data given by $b = \{r_{\ell, d}(k_i, \theta_j)\}_{i=1, j=1}^{N, P}$, and let $\tilde{b}$ denote the data vector containing phase errors

\textsuperscript{4}Here we’re now assuming a discretization of the continuous integral by pixelation of $f$. 
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given by \( \tilde{b} = \{ \tilde{r}_{i,j}(k_i, \theta_j) \}_{i,j=1}^{N,P} \). Then, the classical problem is to find \( f \) satisfying \( F f = b \), yet in practice we are solving \( F f = \tilde{b} \). Thus, letting our vector of phase errors be denoted by \( \tilde{\phi} = \{ \phi(\theta_i) \}_{j=1}^{N,P} \), we may correct for these errors by building a correction to the forward model given by

\[
E = E(\tilde{\phi}) = \text{diag}\{ e^{-ik \phi(\theta_j)} \}_{i,j=1}^{N,P}.
\] (8)

With \( \tilde{\phi} \) known we have an accurate forward model. However, these values are unknown in practice, and we must design our algorithm to attempt to recover these values along with the image. Because the platform uncertainties will remain constant over a signal received at one location \( \theta \) but will vary across locations \( \theta_j \) for \( j = 1, \ldots, P \), the phase errors are constant across frequencies and only vary along the azimuth direction. Also, the platform does not vary immensely from one aperture to the next. Thus, perhaps the phase errors \( \phi(\theta_j) \) are correlated in the sense that the errors at nearby locations are similar, i.e., \( \nabla \phi \) is relatively small. This information is used as an additional tool to recover these errors.

We incorporate the recovery of \( \tilde{\phi} \) and \( f \) with the popular \( \ell_1 \) regularization techniques, that also makes use of the a priori knowledge of the sparsity of \( f \) in a smoothness domain. For example, TV regularization is often used, which assumes a sparse number of boundaries or edges within the image. For SAR, this model must be modestly adapted due to the observation of random phases in the complex image, regardless of the image reconstruction approach.

Our \( \ell_1 \) regularization model then is

\[
\min_{f,\phi} \left\{ \frac{\lambda}{2} \| E(\phi) F f - \tilde{b} \|^2_{\| \|} + \| T f \|_1 + \zeta \| \nabla \phi \|^2_{\| \|} + \frac{\kappa}{2} \| \phi \|^2_{\| \|} \right\}. \] (9)

Here \( T \) is the transform from which the image is assumed to be sparse, and in the case of TV regularization is a first order finite difference operator. Again, this must be modestly adapted for SAR to account for random phase values of the pixels.\(^{13}\) Regularization of \( \phi \) is encouraged through the \( \ell_2 \) norm of the gradient, as we assume small variations in the errors, but not necessarily sparsity in these variations, which the \( \ell_1 \) norm would encourage.

To numerically solve this problem, we propose alternating minimization over \( f \) and \( \phi \). The minimization over \( f \) is a nontrivial, yet well-documented problem. In particular it may be solved efficiently by introducing a splitting variable, which allows one to solve equivalent subproblems.\(^{14,15}\)

However, in our setup minimization over \( \phi \) is not common practice. The main concern is the introduction of the exponential term \( E(\phi) \) within the quadratic penalty. Nevertheless, we derive an appropriate gradient decent algorithm to perform this minimization.

### 3.1 Minimization Over \( \phi \)

At some iteration \( n \), given current solutions \( f^n \) and \( \phi^n \), suppose we would like to find \( \phi^{n+1} \) by gradient decent. Then we need to compute the gradient of the functional

\[
\frac{\lambda}{2} \| E(\phi) F f - \tilde{b} \|^2_{\| \|} + \frac{\zeta}{2} \| \nabla \phi \|^2_{\| \|} + \frac{\kappa}{2} \| \phi \|^2_{\| \|}
\] (10)

with respect to \( \phi \) evaluated at the current solutions. The gradient of the latter two terms with respect to \( \phi \) is

\[
\zeta \nabla^T \nabla \phi + \kappa \phi.
\] (11)

To determine the gradient of \( \| E(\phi) F f - \tilde{b} \|^2_{\| \|} \), first let \( x := F f \). Moreover, re-index \( x \) and \( \tilde{b} \) be by frequency and pulse, i.e. \( \tilde{b} = \{ \tilde{b}_{\ell,j} \}_{\ell,j=1}^{N,P} \) and similarly for \( x \). Then this norm can be expanded as

\[
\| E(\phi) F f - \tilde{b} \|^2_{\| \|} = \sum_{j=1}^{P} \sum_{\ell=1}^{N} | e^{-ik \phi(\theta_j)} e^{ik \phi(\theta_j)} + \tilde{b}_{\ell,j} |^2
\] (12)
To compute the partial derivatives of the expression with respect to $\phi_j$, we first observe that in general for $a, b \in \mathbb{C}$ and $k \in \mathbb{R}$ we have
\[
\frac{\partial}{\partial \phi} \left( |ae^{ik} - b|^2 \right) = \Re \left( -2iabe^{ik} \right)
\]  
(13)

Combining Equation (12) and Equation (13) leads to
\[
\frac{\partial}{\partial \phi_j} \left( \|E(\phi)Ff - \tilde{b}\|_2^2 \right) = 2\Re \left\{ \sum_{t=1}^{N} ik_t x_{t,j} \tilde{b}_{t,j} e^{-i\phi_j k_t} \right\}
\]  
(14)

Assuming that $x = Ff$ is predetermined, this expression is numerically inexpensive to compute via Hadamard products. To show this, let $\odot$ denote the Hadamard product of two vectors, $k = \{k_t\}_{t=1}^N$, $b_j = \{b_{t,j}\}_{t=1}^N$, and $E(\phi_j)$ denote the entries of $E(\phi)$ only involving $\phi_j$. Then using (14) it can be shown that the gradient with respect to $\phi$ is given by
\[
\nabla_\phi \|E(\phi)Ff - \tilde{b}\|_2^2 = 2\Re \langle ik \odot E(\phi_j)x, b_j \rangle \}
\]  
(15)

Finally, evaluating at the current iterates $f^n$ and $\phi^n$, multiplication by $\lambda/2$, and combining with Equation (11) completes the expression for the necessary gradient of $H$ with respect to $\phi$:
\[
\nabla_\phi H(\phi^n, f) = \lambda \Re \langle ik \odot (E(\phi^n) x, b_j) \rangle + \zeta \nabla^T \nabla \phi^n + \kappa \phi^n
\]  
(16)

Then, each update over $\phi$ takes the form
\[
\phi^{n+1} = \phi^n - \alpha \nabla_\phi H(\phi^n; f),
\]  
(17)

where the appropriate step length $\alpha$ is determined via backtracking.16

4. NUMERICAL ALGORITHM

We first formulate an equivalent alternative to (9) by introducing a splitting variable $g$:
\[
\min_{f,g,\phi} \left\{ \frac{\lambda}{2} \|E(\phi)Ff - \tilde{b}\|_2^2 + \|g\|_1 + \frac{\zeta}{2} \|\nabla \phi\|_2^2 + \frac{\kappa}{2} \|\phi\|_2^2 \quad \text{s.t.} \quad Tf = g \right\}.
\]  
(18)

To approximate this constrained optimization problem, we solve
\[
\min_{f,g,\phi} J_\sigma(f, g; \phi) = \min_{f,g,\phi} \left\{ \frac{\lambda}{2} \|E(\phi)Ff - \tilde{b}\|_2^2 + \|g\|_1 + \frac{\zeta}{2} \|\nabla \phi\|_2^2 + \frac{\kappa}{2} \|\phi\|_2^2 + \frac{\beta}{2} \|Tf - g\|_2^2 - \langle \sigma, Tf - g \rangle \right\}.
\]  
(19)

The new terms enforce the constrained terms, and in particular if the Lagrangian multiplier $\sigma$ is updated a sufficient number of times then we suitably approximate the constrained problem. Setting the $\phi$ terms aside, our numerical algorithm for the $\ell_1$ optimization generally follows the popular alternating minimization algorithm implemented Li and others.14 Our $\ell_1$ optimization algorithm is available online.17

The minimization of this functional is approximated by iterative alternating minimization over $f, g$, and $\phi$, while making updates on the Lagrange multiplier $\sigma$. Our alternating minimization is designed for stability and accuracy. One could simply select alternating one by one over updates on $f, g, \phi$, and $\sigma$, but this is likely would produce suboptimal results. In particular, updates on $\sigma$ and $\phi$ fundamentally change the objective functional as a function of $f$. Because updates on $f$ are computed by gradient decent, we must “restart” the gradient decent procedure whenever $\phi$ or $\sigma$ are updated.

To this end, after an initialization of the variables, the algorithm alternates between updates on $f$ and $g$. Once these variables have been updated a suitable number of times (e.g. 10 or 15), the algorithm then performs
a minimization procedure over \( \phi \) using several gradient descent iterations. The gradient descent iterations are not computationally burdensome. Finally, the Lagrangian multiplier is updated according the standard formula

\[
\sigma^{\text{new}} = \sigma^{\text{old}} - \beta(Tf - g),
\]

(20)

using the current values of \( f \) and \( g \).

The gradient decent over \( \phi \) was detailed in Section 3.1. For minimization over \( g \), given current values of \( f \) and \( \sigma \), the exact minimum is given by

\[
g^{\text{new}} = \max\left(\left|Tf - \frac{\sigma}{\beta}\right| - \frac{1}{\beta}, 0\right) \ast \text{sign} \left( Tf - \frac{\sigma}{\beta} \right).
\]

(21)

Updates over \( f \) take the form

\[
f^{\text{new}} = f^{\text{old}} - \alpha \nabla_f J_\sigma,
\]

(22)

where the gradient of \( J_\sigma \) with respect to \( f \) is given by

\[
\nabla_f J_\sigma = \lambda F^*Ff - F^*E(\varphi)\tilde{b} + \beta T^*(Tf - g) - T^*\sigma
\]

(23)

A pseudo algorithm outlining this numerical scheme is given below.

**Algorithm 1**

1. Determine parameters for the algorithm, and initialize \( f \), \( g \) and perform a first estimate for \( \phi \).
2. for \( i = 0 \) to \( K \) do
3. \hspace{1em} while \( \|\phi^{\text{new}} - \phi^{\text{old}}\| > \text{tol} \) do
4. \hspace{2em} Update \( \phi \) according to (17).
5. \hspace{1em} end while
6. \hspace{1em} while \( \|f^{\text{new}} - f^{\text{old}}\| > \text{tol} \) do
7. \hspace{2em} Update \( f \) according to (22) and (23).
8. \hspace{2em} Minimize \( g \) according to (21).
9. \hspace{1em} end while
10. Update Lagrange multiplier according to (20).
11. end for

### 5. NUMERICAL RESULTS

We first test our proposed method for minimization over only the \( \phi \) subproblem. That is, we assure that we can find the minimum to \( H(\phi; f) \) in (10) for some fixed \( Ff \) and corresponding fixed phase corrupted data, \( \tilde{b} = E(\phi_{\text{true}})Ff \). Here \( \phi_{\text{true}} \) are the true correlated phase errors with \( E(\phi_{\text{true}}) \) as in (8).

The results for this minimization in 4 simulations is shown in Figure 1. Here we have plotted the true, generated phase errors against the errors recovered by our algorithm. The results in the top row indicate relatively small estimation errors, and our algorithm successfully recovered almost all phase values. However, in the bottom row, where we have relatively larger phase errors, it appears we have only successfully recovered about half of the values. The errors which are incorrect appear to be all off by precisely two units.

The reason for these two unit jumps is the well-known phase wrapping problem, or rather phase *unwrapping*. To explain it simply, let \( k \in \mathbb{R} \). Then obviously \( e^{ik} = e^{i(k + 2\pi)} \), hence for values of \( k \notin (-\pi, \pi) \) we recover the wrapped phase within \((-\pi, \pi)\) instead of the true unwrapped phase. Therefore for the larger phase errors shown in Figure 1 we are recovering the wrapped phase. In general, recovery of the wrapped phase will not provide the proper data corrections necessary for autofocusning. Although this sort of issue is well-known for these types of problems,

\[18, 19\]

it was unforeseen by the authors and has proven to be a worthy obstacle for future work. To this end, we test our full image recovery algorithm for cases when errors are sufficiently small to avoid any phase wrapping. Unfortunately, this means that the defocusing due to the introduction of the phase errors is limited.
We simulate the phase errors by the first computing the polar Fourier coefficients of the test images, and then multiplying by generated phase errors. The Fourier coefficients are calculated using the accurate non-uniform FFT (NUFFT) developed by Fessler and Sutton. Then the small correlated phase errors are generated in a sequential fashion. In particular, each phase errors is randomly selected from a normal distribution with a mean set to 0.9 times the previous phase error. This results in correlated phase errors that trend back to zero.

We used two 200×200 simple test images, one with larger features and one with 3 small circular targets. In each case, the error free data take the form of

\[ r_{t,d}(k,\theta) \approx \hat{f}_{k,\theta} = \sum_{m,n=0}^{N-1} f_{m,n} e^{-i k (\cos \theta, \sin \theta) \cdot (m,n)}. \]  

The frequency values \( k \) here are discretized values over the interval \([-\pi, 3\pi]\). If we assume each pixel is 1.5cm², then the corresponding central frequency is approximately 10 GHz. The regularization parameters are chosen such that \( \lambda = 200, \beta = 30, \kappa = 0.05 \) and \( \zeta = 0.2 \), with the default normalizations built into the original algorithm.
The results for the first test image are shown in Figure 2, where a 10° aperture was used. There is a clear defocusing effect in the TV (bottom left) and least squares solution (top right). However, the TV regularization did remove some of the effects. The results from our dual TV and phase estimation algorithm (bottom right) indicates significant improvement, although some small defocusing effects are still present. The results for second test image are shown in Figure 3, where, in this case, we used a 60° aperture. In this example, there is again notable defocusing effects in the TV and least squares solutions. For this simulation however, the TV does not indicate any improvement over the least squares. On the other hand, our proposed algorithm yields near perfect reconstruction.

Finally, as a quantitative result, we ran 100 defocusing simulations on the Shepp-Logan phantom with a 10° aperture. Here we are interested in how well each algorithm fits the data corrupted with the phase error compared with the exact data, which is unknown to the algorithm. In other words, if \( f \) is the reconstructed image, \( b \) is the exact data, and \( \tilde{b} \) is the input phase corrupted data, then we are interested in comparing \( \| \mathcal{F}f - b \|_2 \) and \( \| \mathcal{F}f - \tilde{b} \|_2 \). Certainly we expect the latter error measure to be smaller without any autofocusing, but a good reconstruction would have the former error to be smaller. Indeed, shown in Figure 4 are the results from these 100 simulations, and the least squares and TV reconstructions both satisfy \( \| \mathcal{F}f - b \|_2 > \| \mathcal{F}f - \tilde{b} \|_2 \) in essentially all cases. However, the TV does show some modest improvements to least squares in this regard. As a very promising result, our autofocusing approach satisfies the opposite inequality in what appears to be all but a few simulations.
In this investigation we developed a new autofocusing technique for SAR image formation. Specifically, we propose an iterative optimization algorithm that jointly estimates SAR imagery while correcting for phase errors present in the data. Our algorithm differs significantly from previous approaches due to the result of the derivation of the phase errors manifesting in the data having a linear dependency on the frequencies. Through the inclusion of an TV regularization operator, we incorporate prior knowledge about the sparsity of edges in the scene into our algorithm. In addition, we also enforce the correlation of the phase errors across azimuth angles using regularization, which was not considered in previous autofocusing algorithms.

We first showed that we can successfully recover the introduced phase errors using gradient decent, so long as the errors are sufficiently small so that we avoid the phase wrapping. Because we have control over the magnitude of the phase errors, we can ensure that no phase unwrapping will be necessary in our algorithm at this time. In the future, we would like to incorporate a phase unwrapping scheme into our algorithm so that we may use our techniques to reconstruct defocused SAR images from real measured data.

In this paper, we reconstruct two images from the compiled data using a least squares algorithm, total variation regularization and our proposed autofocusing algorithm. The result of each experiment demonstrates that our algorithm can yield significant improvement to the defocusing problem, and we are able to produce images that have improved visual quality.
To quantitatively verify the improvement that our proposed algorithm produces, we compare how well all algorithms considered fit the data corrupted with the phase error to how well each algorithm fits the exact data. We see that when using typical reconstruction algorithms, the resulting reconstruction more closely fits that of the phase corrupted data. However, with our proposed algorithm, the true data is fitted more accurately, indicating clear improvement.
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