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We denote the weight of the edge $x y \in E(G)$ by $w(x y)$. We set $w(x y)=\infty$ if $x y \notin E(G)$.
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Input: A weighted graph $G$ and a vertex $u$.
At any time, we maintain:

- A set $S$ of vertices $v \in V(G)$ for which the shortest $u, v$-path is known.
- A function $t(z)$ which records the tentative distance from $u$ to $z$, using only vertices in $S$.
Initialization:
- $S=\{u\}$
- $t(u)=0, t(z)=w(u z)$ if $u z \in E(G), t(z)=\infty$ otherwise

Iteration:

- Choose $v \notin S$ such that $t(v)=\min _{z \notin S} t(z)$
- Add $v$ to $S$.
- For each edge $v z$ with $z \notin S$, update $t(z)$ to $\min \{t(z), t(v)+w(v z)\}$.
End when $S=V(G)$. Set $d(u, v)=t(v)$ for all $v$.


## Dijkstra's algorithm

[Example]

## Dijkstra's algorithm

[Example]

## Theorem

Dijkstra's algorithm computes $d(u, z)$ for every $z \in V(G)$.

## Dijkstra's algorithm

[Example]

## Theorem

Dijkstra's algorithm computes $d(u, z)$ for every $z \in V(G)$.

In addition, one can reconstruct the shortest paths by recording, for each $z$, which is the chosen vertex $v$ when $t(z)$ is updated. This means that the shortest $u, z$-path ends with the edge $v z$.

## Dijkstra's algorithm

[Example]

## Theorem

Dijkstra's algorithm computes $d(u, z)$ for every $z \in V(G)$.

In addition, one can reconstruct the shortest paths by recording, for each $z$, which is the chosen vertex $v$ when $t(z)$ is updated. This means that the shortest $u, z$-path ends with the edge $v z$.

The same algorithm also works for digraphs.

## Dijkstra's algorithm

[Example]

## Theorem

Dijkstra's algorithm computes $d(u, z)$ for every $z \in V(G)$.

In addition, one can reconstruct the shortest paths by recording, for each $z$, which is the chosen vertex $v$ when $t(z)$ is updated. This means that the shortest $u, z$-path ends with the edge $v z$.

The same algorithm also works for digraphs.
The special case of unweighted graphs is called Breadth First Search.
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These problems can be modeled in terms of finding matchings in graphs.
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## Counting matchings

How many perfect matchings does $K_{n, n}$ have? $n$ !
How many perfect matchings does $K_{2 n}$ have?

$$
(2 n-1) \cdot(2 n-3) \cdots \cdots 3 \cdot 1=\frac{(2 n)!}{2^{n} n!}
$$

Does every connected graph with an even number of vertices have a perfect matching? No.
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## Definition

Given a graph $G$ and a matching $M$, a path in $G$ is called $M$-alternating if its edges alternate between edges in $M$ and edges not in $M$.
If, additionally, its endpoints are unsaturated by $M$, the path is called $M$-augmenting.

Note: If $M$ is maximum, there is no $M$-augmenting path. We will show that the converse is also true.
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## Theorem (Berge '57)

A matching $M$ in a graph $G$ is a maximum matching if and only if $G$ has no $M$-augmenting path.

